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Foreword

The first scientific workshop of EFNUDAT (European Facility for Nuclear Data Measurements) project was held at the JRC IRMM in Geel, Belgium, chaired by Franz-Josef Hambsch, Neutron Physics Unit, JRC IRMM. Its proceedings are available at http://www.efnudat.eu/workshops.html.

The second scientific workshop on Nuclear Data Measurements, Theory and Applications entitled “EFNUDAT – Slow and Resonance Neutrons” was held in the Normafa Hotel, Budapest, Hungary, 23–25 September 2009. The workshop was organized by the Department of Nuclear Research of the Institute of Isotopes. The organizers were advised by an International Advisory Board. Its members were Gerard Barreau (CEN, Bordeaux-Gradignan, France), Eckart Grosse (FZ, Rossendorf, Germany), Frank Gunsing (CEA, Saclay, France), Franz-Josef Hambsch (JRC IRMM, Geel, Belgium), Alberto Mengoni (IAEA, Vienna, Austria), Masumi Oshima (JAEA, Tokai-Mura, Japan), Peter Schillebeeckx (JRC IRMM, Geel, Belgium).

The workshop focused on nuclear data measurements using slow and resonance neutrons, their applications to the development of nuclear reactors and to waste management, and to the development of theoretical models of excitation and deexcitation. Presentations of facilities, experimental setups, and new data acquisition systems were also welcomed.

The 32 oral presentations at the workshop covered the latest achievements in the field of nuclear data measurements in Europe, in the United States and Japan. Six invited speakers introduced the main topics of the workshop. About one third of the presentations were delivered by young scientists, and more than 45 persons participated the workshop.

The workshop was organized within the EFNUDAT project with its full financial support for the speakers. The EFNUDAT is an Integrated Infrastructure Initiative project within the 6th Framework Program of the European Community. The main objective of EFNUDAT is to promote the coherent use and integration of infrastructure related services via networking as well as transnational access to the participating facilities for nuclear data measurements and joint research activities. More details on EFNUDAT can be found at http://www.efnudat.eu/.

Finally, I would like to give thanks to the International Advisory Board for their valuable advice, which helped me to set up a really good program, and also to all of the speakers whose contributions made up the program.

I would like to express my special thank to the members of our local organization committee Katalin Gméling, Zoltán Kis, Zsolt Révay, László Szentmiklósi, Veronika Szilágyi and to our workshop secretary Zita Tóth, who helped to make this workshop a successful one.

Budapest, July 2010

Tamás Belgya
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High-resolution neutron cross-section measurements at the Oak Ridge Electron Linear Accelerator

Klaus H. Guber¹)
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Abstract: Over the last three decades, the Oak Ridge Electron Linear Accelerator (ORELA) has produced many neutron-induced cross-section data. ORELA is the only high-power white neutron source with excellent time resolution still operating in the United States and is ideally suited for experiments to measure neutron fission, total, \((n,\alpha)\), and capture cross sections in the energy range from 1 eV to as high as several MeV. Recent measurements have included neutron capture measurements on \(^{39,41}\text{K}\), \(^{35,37}\text{Cl}\), F, Mn, \(^{58,60}\text{Ni}\), \(^{53}\text{Cr}\), natural Cr, \(^{48}\text{Ti}\), natural Ti, and \(^{60}\text{Mo}\) and total cross-section measurements on natural Cl, natural K, \(^{56}\text{Mo}\), Mn, \(^{53}\text{Cr}\), natural Cr, \(^{48}\text{Ti}\), natural Ti, and \(^{64}\text{Zn}\). Many of these measurements were carried out to support the U.S. Nuclear Criticality Safety Program. Concerns have been raised about many of the older nuclear data evaluations important for criticality safety. For example, the time-of-flight resolution and accuracy of some of the existing data are too poor for new evaluations and thus applications. Several of these data are also important input parameters for the ongoing nuclear astrophysics program, which investigates the s-process nucleosynthesis in asymptotic giant branch stars. Here the Maxwellian-averaged neutron capture cross sections at \(kT = 8\) and \(30\) keV are of importance. This paper provides an overview of the high-resolution cross-section measurement facility ORELA and describes the current measurement activities.

Introduction

Concerns about data deficiencies in some existing cross-section evaluations from libraries such as ENDF/B, JEFF, or JENDL for nuclear criticality calculations have been a prime motivator for new cross-section measurements at the Oak Ridge Electron Linear Accelerator (ORELA). There are many troubles associated with existing nuclear data, such as problems related to improper pulse-height weighting functions, neutron sensitivity backgrounds, poorly characterized samples, poor time-of-flight (TOF) resolution, and too restricted energy range. For example, corrigenda were published after discovering errors in the computer data reduction code. (Correction factors ranged from 0.7480 to 1.1131 for 46 nuclides from \(^{24}\text{Mg}\) to \(^{232}\text{Th}\) [1] and from 0.9507 to 1.208 for 47 nuclides from \(^{23}\text{Na}\) to \(^{206}\text{Pb}\) [2].) Deficiencies in nuclear data may occur in the resolved- and unresolved-resonance regions. Consequently, evaluated data may not be adequate for nuclear criticality calculations in which effects such as self-shielding, multiple scattering, or Doppler broadening are important. Furthermore, many evaluations for nuclides having small neutron capture cross sections are erroneously large because the neutron sensitivity of the old measurements was underestimated. Although their neutron capture cross sections are small, these nuclides can be important absorbers in many criticality calculations, and accurate cross-section data are essential. Over the last four decades, many neutron-induced cross-section measurements have been performed at ORELA. It is ideally suited to measure fission, neutron total, and capture cross sections in the resolved energy range from 1 eV to \(-700\) keV, depending on the nuclide. This energy range is most important for nuclear criticality safety applications, in which the neutron spectrum shifts from thermal to higher energies.

Nuclear data

High-quality nuclear data are vital for the design and analysis of any nuclear system, such as reactor cores, fuel elements, and storage of mixtures of nuclear waste with other materials, as well as burned fuel elements. Pertinent nuclear data are also necessary for waste transmutation, accelerator-driven systems, and GEN-IV reactor design. All state-of-the-art analysis codes for nuclear systems rely on the use of evaluated cross-section data from nuclear data libraries. Some of the problems related to nuclear data found in the data libraries are portrayed here in more detail.
The validity of the calculated pulse-height weighting function used in the neutron capture experiments was questioned after a 20% discrepancy was found in the neutron width of 1.15-keV resonance in Fe measured with C₆D₆ compared to transmission measurements. Using an experimentally determined weighting function, Corvi et al. [3] demonstrated that this discrepancy could be resolved. On the other hand, using the Monte Carlo code EGS4 [4], Perey et al. [5] showed that a careful calculation of the weighting function could also resolve this problem.

The neutron sensitivity of the experimental setup was often underestimated in previous neutron capture experiments. This background is caused by neutrons scattered from the sample and captured in the detector or surroundings within the time corresponding to the width of the resonance. As a consequence, many evaluations for nuclides having small neutron capture cross sections are erroneously large, as shown in Fig.1 in the case of neutron capture on natural Ti. Although the neutron capture cross sections are small, they can be important absorbers in criticality calculations, and accurate cross-section data are essential.

![Figure 1. Comparison of new ORELA experimental data for natural Ti with the ENDF/B-VII evaluation (red line) reveals problems with old nuclear data.](image)

Usually, enriched samples are used in the experiments, but the sometimes poorly characterized chemical composition of the samples result in large systematic errors in some measurements. The inventory form of the enriched isotope materials are, in many cases, oxides. They are known to be hygroscopic and can pick up water fairly easy. This could result in a change of the chemical composition of the oxide, if not treated correctly. Without precautions, the rising water content in the sample could lead (via moderation effects) to false large results.

Many of the older cross-section measurements were performed with too-large data binning because of the limiting computer storage systems. As a result, the obtained data sets sometimes have too few data points over the resonance for the analysis programs, such as SAMMY [6], to accurately calculate the corrections of experimental effects such as Doppler broadening, self-shielding, and multiple scattering. Finally, many of the older experiments were run with an energy cutoff of around 3 keV because there was no interest in the resonance data below that cutoff. However, this missing energy range is sometimes of importance for nuclear criticality calculations.
Experimental setup at ORELA

ORELA is the only high-power white neutron source with excellent time resolution in the keV neutron energy range still operating in the United States (Fig. 2). ORELA consists of a 180-MeV electron linear accelerator, neutron-producing water-cooled Ta-target, underground and evacuated flight tubes, sophisticated detectors, and data acquisition systems. It is a highly flexible accelerator with a varying repetition rate between 1 and 1000 Hz and a neutron burst width between 2 and 30 ns. This leads to an average neutron flux of $10^{14}$ neutrons per second. Simultaneous measurements are possible at 18 detector stations on 10 separate flight paths at distances between 9 and 200 m from the neutron source. The TOF technique is used for measuring neutron-induced cross-section data in the energy range of a few eV up to 50 MeV, such as transmission measurements (total cross sections), capture cross sections, fission cross sections, elastic cross sections, and neutron production cross sections.

Figure 2. Layout of ORELA

Capture measurements

The neutron capture experiments were performed at the 40-m flight station of ORELA using flight path 7. The employed experimental technique was the pulse-height-weighting method using a pair of deuterated benzene (C$_6$D$_6$) detectors. Compared to the old ORELA setup [7], the capture system has been improved in several ways. First, the amount of structural material surrounding the sample and detectors to reduce the background due to sample-scattered neutrons (neutron sensitivity) was minimized. This was achieved by removing the massive Al-sample changer and replacing the beam pipe with a thin carbon fiber tube. In addition, the massive detector housings were removed and replaced with reduced-mass detector mounts. Second, the more neutron-sensitive C$_6$F$_6$ $\gamma$-ray detectors were replaced with C$_6$D$_6$, which has much lower neutron sensitivity. More details about these improvements can be found in the papers by Koehler et al. [8, 9], in which the impact of the neutron sensitivity was impressively demonstrated in a high-resolution TOF measurement for $^{88}$Sr. For the two prominent resonances at 289 and 325 keV with neutron widths $\Gamma_n = 24,932$ and 22,082 eV, respectively, a reduction of capture widths by an average factor of five was reported. And finally, the more sophisticated computer code EGS4 was used to calculate the appropriate detector weighting function for each experiment. All structural materials within 30 cm of the detectors, including the sample, were incorporated into these calculations. The code was used to calculate the response functions of the detector for various monoenergetic $\gamma$-rays. The resulting pulse-height spectra were then broadened using a resolution function. The final
weighting function was calculated from these broadened spectra using a least-squares fitting code.

With this setup (Fig. 3), several neutron capture cross-section experiments were performed over the last few years, mainly on isotopes that have small \((n,\gamma)\) cross sections and are of interest to the nuclear criticality and safety community. Samples measured included extremely high-purity Al (0.01520 atom/b and 0.04573 atom/b), high-purity natural Si sample (0.07831 atom/b), natural LiCl sample (0.09812 atom/b), Teflon (for fluorine) sample (0.05086 atom/b), and a natural K\(_2\)CO\(_3\) sample (0.0088791 atom/b), as well as an enriched \(^{41}\)KCl sample. More recent measurements included Mn (0.018986 atom/b), natural Cr (0.018813735 atom/b), \(^{53}\)Cr (0.0133 atom/b), \(^{58}\)Ni (0.036354314 atom/b), \(^{60}\)Ni (0.036598 atom/b), natural Ti (0.035184887 atom/b) and \(^{48}\)Ti (0.009136552 atom/b).

![Capture Setup at ORELA](image)

**Figure 3. Schematic sketch of the neutron capture setup at ORELA.**

To reduce the \(\gamma\)-ray background from the neutron production target, a 1.27-cm-thick Pb filter was used, and a 0.48-g/cm\(^2\) \(^{10}\)B filter served to eliminate pulse overlap by absorbing low-energy neutrons. Otherwise, these neutrons would be interpreted from the data-acquisition system as higher-energy neutrons from the next neutron pulse. Normalization of the capture efficiency was carried out in a separate measurement using the “saturated resonance” technique by means of the 4.9-eV resonance from a gold sample [10]. A 0.5-mm-thick \(^{6}\)Li-glass scintillator at a distance of 39.695 m from the neutron target was used to monitor the neutron flux.

**Transmission measurements**

High-resolution transmission experiments for determining the total cross sections are not only indispensable for an evaluation, but also a necessity for the analysis of neutron capture cross sections to apply all the corrections for the experimental effects. Because capture experiments cannot be performed with an infinitely thin sample (in fact, sometimes the samples are quite thick), the corrections for self-shielding and multiple scattering can be sizeable. Therefore, corresponding total cross-section measurements were made when needed. In addition, some resonances with small radiation widths are not visible in the neutron capture data and vice versa. For the Al transmission measurements, the two samples (0.0189 and 0.1513 atom/b) were mounted in the sample changer positioned about 10 m from the neutron target in the beam of ORELA. For the Cl transmission measurement, a natural CCl\(_4\) (thickness for Cl 0.2075 atom/b) sample was used with a corresponding C compensator in the open beam. For the K transmission, two metallic samples (0.013367 and 0.10517 atom/b) were mounted in a sealed brass holder. To complement the more recent
capture measurements, transmission experiments were conducted in which no good-quality data were available. This was the case for Mn (0.118227521 atom/b), natural Cr (0.05310 and 0.0262696 atom/b), $^{53}$Cr-oxide (0.017984 atom/b), natural Ti (0.05297 atom/b), and $^{48}$Ti-oxide (0.028186 atom/b).

A presample collimation limited the beam size to about 2.54 cm on the samples and allowed only neutrons from the water moderator part of the neutron source to be used. The neutron detector was an 11.1-cm-diameter, 1.25-cm-thick $^{6}$Li-glass scintillator positioned in the beam at 79.815 m from the neutron source. The scintillator was viewed on edge by two 12.7-cm-diameter photomultipliers that were placed outside the neutron beam to decrease backgrounds. To reduce systematic uncertainties, the samples and their compensators or corresponding empty containers were periodically cycled through the neutron beam, and the neutron flux was recorded for each sample and cycle. Additional measurements with a thick polyethylene sample were used to determine the gamma-ray background from the neutron source.

![Transmission Setup at ORELA](image)

**Figure 4.** Schematic sketch of the neutron transmission experimental setup using flight path 1 at ORELA

**Results from ORELA**

The results of our capture and transmission experiments from past years sometimes show differences compared to the evaluated nuclear data file for all isotopes measured. This can be seen in Figs. 1 and 5, in which the neutron capture cross sections of natural Ti and $^{48}$Ti are shown compared to the cross sections calculated using the most recent resonance parameter set from the ENDF/B-VII library. SAMMY was used to calculate the neutron capture cross section, including all experimental effects. In most cases, resonances up to 600 keV were resolved with sufficient statistics. Together with the high-resolution transmission data (for example, compare to Fig. 6), good data sets are now available for new evaluations.

In general, all of our new and recent neutron capture cross sections are smaller than previous results. Our new capture data show that in many previous cases, capture widths were severely overestimated, and resonances were missed as a result of large backgrounds. Results from our new total cross-section measurements will help in the analysis of our new capture cross-section measurements.
The observed discrepancies between our data and evaluations from nuclear data libraries mainly have two causes. First, the use of improper weighting functions resulted in mismatched detector response functions. In the new experiments, the more sophisticated computer code MCNP was used for the correct determination of the weighting function. Second, underestimated neutron sensitivity of the experimental apparatus led to previous capture cross sections that were too large. In addition, the better characterized samples, superior TOF resolution, and well-understood experimental apparatus and backgrounds helped to produce more reliable cross-section data in the present case.

The neutron total and capture cross-section data will be analyzed using the computer code SAMMY. This analyzing program applies all the necessary corrections for experimental effects, such as Doppler and resolution broadening, self-shielding, and multiple-scattering effects to the data. The resonance parameters obtained are the basis for an evaluation of the
cross sections calculated by the Nuclear Data Group of the Nuclear Science and Technology Division of Oak Ridge National Laboratory. When they are available and suitable, evaluations will include other existing experimental data sets. The final result will then be checked for consistencies using criticality benchmark calculations. As an example, the final result of the evaluation for the neutron capture cross section for the nickel isotope $^{58}$Ni [11] is shown in Fig. 7. In these data sets, resonances can be resolved up to 700 keV with sufficient statistics.

![Figure 7. Results of the new $^{58}$Ni evaluation compared to $(n,\gamma)$ data from ORELA](image)

**Conclusion**

To support the Nuclear Criticality Safety Program, new neutron total and capture measurements at ORELA were performed over broad energy ranges. The obtained results were then analyzed using the multilevel R-matrix code SAMMY. In all analyzed and evaluated cases, the researchers were able to extend the resolved resonance region to much higher energies than the existing evaluations. These new evaluations should lead to much more reliable nuclear criticality calculations.

One particular finding is to be emphasized. Over the past 10 years, the results of the new neutron capture cross section measurements at ORELA for samples with large scattering cross sections have shown the tendency to be smaller than the data found in the nuclear data libraries. Therefore, many of the older measurements for samples with small capture cross sections are questionable or at least much more uncertain, especially if the applied corrections for neutron sensitivity were sizeable.
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Abstract: Japan Proton Accelerator Research Complex (J-PARC) includes Materials and Life Science Facility (MLF) for neutron and muon beam experiments. The spallation neutron source at J-PARC MLF will be one of the highest intensity neutron sources in the world. We have constructed a new Time-Of-Flight (TOF) facility, named “Neutron-Nucleus Reaction Instrument (NNRI)”, at the beam line No.4 (BL04) of J-PARC MLF to measure accurate neutron capture cross sections for long lived fission products (LLFP) and minor actinides (MA). The samples we are now considering are Cm isotopes as MA, and Tc-99, I-129 and so on as LLFP. For the measurement, a Ge detector system covering a large solid angle has been improved and installed in NNRI. A NaI(Tl) detector system has been also installed. In May 2008, the first neutron beam was delivered at J-PARC MLF, and we started the test of NNRI. In June 2009, we performed preliminary measurements for Cm-244, I-129, etc. In the present paper, we describe the details of NNRI and the preliminary measurements.

Introduction

Accurate neutron cross section data for long lived fission products (LLFP) and minor actinides (MA) are indispensable for the estimation of their production and transmutation rates in advanced reactor systems such as fast reactors and accelerator-driven systems. Japan Proton Accelerator Research Complex (J-PARC) includes Materials and Life Science Facility (MLF) for neutron and muon beam experiments. The spallation neutron source at J-PARC MLF will be one of the highest intensity neutron sources in the world. It is very useful to perform neutron cross section measurements at the high intensity neutron source, because it enables us to obtain the data with a small amount of sample.

In this situation, we are now executing a project on the nuclear data. The major part of this project is the measurement of neutron capture cross sections of MA and LLFP, using the J-PARC MLF neutron source. Therefore, we have constructed a new Time-Of-Flight (TOF) facility, named “Neutron-Nucleus Reaction Instrument (NNRI)”, at the beam line No.4 (BL04) of J-PARC MLF.

The samples we are now considering are Cm isotopes as MA, and Tc-99, I-129 and so on as LLFP. For the measurement, a Ge detector system covering a large solid angle has been improved and installed in NNRI. A NaI(Tl) detector system has been also installed. In May 2008, the first neutron beam was delivered at J-PARC MLF, and we started the test of NNRI. In June 2009, we performed preliminary measurements for Cm-244, I-129, etc. In the present paper, we describe the details of NNRI and the preliminary measurements.

Neutron-nucleus reaction instrument

The neutron-nucleus reaction instrument (NNRI) was designed for the neutron capture cross section measurement, and has been made and installed at J-PARC MLF BL04. NNRI consists of radiation shields, collimators, choppers, filters, and so on as well as radiation detector systems. The radiation shields were designed so as to satisfy the dose limit determined by J-PARC, 1 \(\mu\)Sv/h, at the outer boundaries of NNRI and widen experimental areas as large as possible, based on the neutron and gamma-ray transport calculation with a Monte-Carlo code, PHITS [1]. The radiation shields, composed of iron, concrete and borax resin, were made on the basis of the design, and installed at BL04, as shown in Figure 1. A Ge detector system is

---

located about 22 m from the coupled neutron moderator (liquid hydrogen) of J-PARC MLF, and a NaI(Tl) detector system is located about 27 m from the moderator.

The neutron beam collimation system has been designed so as to obtain an intense and clean neutron flux at the sample position of about 22 m or 27 m, based on the PHITS calculation. The standard diameter of the neutron beam at the sample position is 20 mm. The diameter of 6 mm or the square of 40 mm can be selected optionally.

A T0 chopper has been designed, made and installed at about 13 m from the moderator. The T0 chopper cuts the neutron burst with energies higher than about 10 eV, and is used for the cross section measurement in the low-energy region below several eV. A double disk chopper has been also designed, made and installed at about 15 m. This chopper acts as a band filter, and transmits eV neutrons.

A filter system has been developed and installed between the T0 and double disk choppers. It has eight filters, i.e. 13-mm thick Pb, 25-mm thick Pb, Mn, Co, In, Ag, Cd, Al filters, which are remote-controlled independently. The two Pb filters are prepared as the shield against the gamma-ray flush from the moderator. The Mn, Co, In, Ag, and Al filters are the notch filters for the neutron beam. The Cd filter prevents the overlap of low-energy neutrons with high-energy neutrons of the next neutron pulse.

A Ge detector system covering a large solid angle has been developed. In a past project on nuclear data [2], a Ge detector system composed of two cluster and four clover Ge detectors and Bi$_2$Ge$_3$O$_{12}$ (BGO) anti-coincidence shield detectors was developed. This Ge detector system has been improved to make its detection efficiency higher and to install it in the narrow space at the 22-m position from the neutron moderator in Figure 1. The improved Ge detector system is composed of the two cluster Ge detectors, eight coaxial Ge detectors, BGO anti coincidences shield detectors and a detector shield, as shown in Figure 2.

A NaI(Tl) detector system shown in Figure 3 has been also installed at the 27-m position in Figure 1. The NaI(Tl) detector system was developed at the Tokyo Institute of Technology, and is composed of a set of two NaI(Tl) spectrometers. Each spectrometer is composed of a NaI(Tl) detector (the diameter of 330 mm and the length of 203 mm, or the diameter of 203 mm and the length of 203 mm), an anti-coincidence annular plastic detector, and a detector shield.

Two types of neutron monitor detectors applicable to the high intensity neutron beam have been also developed. One is the current mode scintillation detectors, and the other is an indirect neutron monitor composed of a small C$_6$D$_6$ gamma-ray detector and a standard capture sample such as $^{197}$Au.

Data acquisition systems for the Ge detector system, the NaI(Tl) detector system, and the neutron monitor systems have been also developed. In particular, that for the Ge detector...
system is quite new one which utilizes high-speed (8000 MIPS) digital signal processors (DSP).

Figure 2. Schematic view of the Ge detector system of NNRI

Figure 3. Photograph of the NaI(Tl) detector system of NNRI

Sample preparation
There are two points in the preparation of MA and LLFP samples to make the capture cross section measurement successful. One is the preparation of an appropriate amount of sample to make the measurement by detecting prompt capture gamma rays with a TOF method. Too much sample causes a severe background due to its own radioactivity; on the other hand too small sample does not emit enough capture gamma-rays. The other is sample characterization, i.e. chemical and isotopic analysis of sample impurity. Therefore, we have prepared a small amount of unsealed sample taken from the same rod as each sealed capture sample to analyze the impurity.

Considering the first point described above, we have already prepared Cm-244, Cm-246, Tc-99, Zr-93 and I-129 samples. A Pd-107 sample will be also prepared in November 2009. As an example, the isotopic composition of the Cm-244 and Cm-246 samples is shown in Table 1. The isotopic purity of the Cm-244 is rather high, 91.64%, but that of the Cm-246 sample is low, only 58%. The net weight of the Cm-244 or Cm-246 sample is about 1 mg, and the total radioactivity is about 1 GBq.
Table 1. Isotopic composition [%] of the Cm-244 and Cm-246 samples

<table>
<thead>
<tr>
<th></th>
<th>Cm-242</th>
<th>Cm-243</th>
<th>Cm-244</th>
<th>Cm-245</th>
<th>Cm-246</th>
<th>Cm-247</th>
<th>Cm-248</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cm-244 sample</td>
<td>0.03</td>
<td>0.02</td>
<td>91.64</td>
<td>2.19</td>
<td>5.86</td>
<td>0.15</td>
<td>0.11</td>
</tr>
<tr>
<td>Cm-246 sample</td>
<td>0</td>
<td>0</td>
<td>29.04</td>
<td>1.04</td>
<td>58.02</td>
<td>2.85</td>
<td>9.05</td>
</tr>
</tbody>
</table>

Preliminary measurement

After the basic test of NNRI using neutron beams, preliminary measurements were performed for Cm-244, Tc-99, and so on in June 2009 using both the Ge and NaI(Tl) detector systems. Neutron beams were produced by 3-GV, 20-KW proton beams (repetition rate: 25 Hz; beam structure: double bunch, bunch width: 80 ns, bunch interval: 600 ns).

Prompt capture gamma rays from each sample were detected by means of a neutron TOF method. As an example, a TOF spectrum for the Tc-99 sample obtained from the measurement with the Ge detector system is shown in Figure 4, where background components are roughly subtracted but the dead time correction is not performed. Concerning the 5.58-eV resonance, the shape is strongly distorted due to the dead time effect. Moreover, as seen from the expanded spectrum, each resonance is split into two peaks due to the double-bunch beam effect.

- Tc-99: 75 mg. 6.3 mm × 0.3 mm thick metal target
- Measurement time: 15.7 hours.
- Contribution from target case (aluminum) is subtracted.
- No gamma-ray energy selection.
- Dead time correction is not yet applied.

Figure 4. Preliminary TOF spectrum for the Tc-99 sample obtained from the measurement with the Ge detector system

From the preliminary measurement, the Ge detector system is expected to be applicable to the measurement up to about 10 keV at the moment. However, the high energy resolution of the Ge detector system is very useful to distinguish the signal and background gamma rays from the objective and impurity nuclides, respectively. Some methods distinguishing the signal and background gamma rays, e.g. a method using strong ground-state transitions in the residual nuclide [3], have been developed from separate experiments using the Ge detector system and the electron linear accelerator neutron source at the Kyoto University.

The neutron capture experiment using a NaI(Tl) detector system and a pulse-height weighting technique [4] has been already established [5], although the correction for the sample impurities should be made with existing neutron capture cross section data for the impurities. The NaI(Tl) detector system is expected to be applicable to the measurement up to about 100 keV at the moment. Therefore, agreement of both results by the Ge and NaI(Tl) detector systems in the overlap region, i.e. below about 10 keV, will confirm the reliability of both results.
Conclusion

We have commissioned NNRI at J-PARC MLF BL04 to measure the neutron capture cross sections for MA and LLFP such as Cm-244, Cm-246, Tc-99, I-129. From the preliminary measurements, the Ge and the NaI(Tl) detector systems are expected to be applicable to the measurements up to about 10 keV and about 100 keV, respectively, at the moment. After the improvement of the shields around the Ge and NaI(Tl) detector systems, NNRI will be again utilized for the measurements from October 2009.
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Abstract: Neutron cross section measurements in the resonance region have been performed systematically at the linear accelerator of the IRMM in Geel. Those measurements consist of series of neutron capture and transmission experiments under different accelerator conditions as well as using various experimental set-ups. The obtained full set of complementary neutron cross section data allow for a more precise determination of the underlying nuclear data over a wide energy range. Data can be provided for evaluation from the thermal neutron energy up to the unresolved resonance energy region. The presentation will focus on the experimental facilities, detector techniques in use as well as on the results concerning Cd as an example for a measurement campaign.

Introduction

The GELINA facility at the Institute for Reference Materials and Measurements in Geel is a white neutron source for high resolution neutron cross section measurements. During the last years our work is mainly devoted to provide cross section data for reactor safety and transmutation. In this presentation we will give an overview about the specific experimental facilities, the complex process of measurement and data reduction as well as experimental results with regard to a series of $^{105}$Cd measurements between 2007 and 2009.

GELINA time-of-flight measurements

All described experiments were performed at GELINA, the white neutron source at the Institute for Reference Materials and measurements. It uses a linear electron accelerator which accelerates electrons up to 150 MeV and has a peak current of 12 A. The repetition rate can be varied between 40 and 800 Hz. The electron pulses have a duration of approximately 1 ns, owing to the post-acceleration compression magnet. The electrons impinge on a mercury cooled rotary target, which consists of depleted uranium. There, the electrons create Bremsstrahlung, and through ($\gamma$,n) and ($\gamma$,f) reactions neutrons are produced.

Two beryllium canned water containers, with dimension of 4 x 10 x 10 cm, are positioned above and below the neutron production target, for moderating the neutrons. Using different collimation conditions the experiments can either use fast or thermal spectrum.

Up to 12 experiments can be performed simultaneously at the flight paths which disperse radial from the target, flight path lengths between 10 m and 400 m can be chosen.

The neutron flux is monitored by BF$_3$ counters that are located in the ceiling and walls of the neutron target room.

Transmission Setup

For the total cross section measurements two different transmission setups are in use. In both setups the beam diameter is reduced to approximately 4.5 cm at the sample and the detectors position, by a combination of Li-carbonate plus resin and copper collimators. Neutron-overlap filters (Cd or $^{10}$B) are inserted at the sample position, as well as lead filters to reduce the intensity of the gamma-flash. Furthermore black-resonance filters for estimating the background can be inserted at the sample position.

One setup uses a flight path length of 26.45 m, with the sample position at approx. 10 m. The detector system is a ½” thick lithium-glass scintillator, with a diameter of 4 inch that is viewed by two photomultiplier tubes (EMI9823QKB). To separate a valid neutron event from the photomultiplier noise, a coincidence between the timing and amplitude of the signals from both tubes is required.

For the second setup the detector system is placed at a distance of 49.34 m from the neutron target, with the respective sample position at 25 m. The detector is a lithium-glass scintillator.
of ¼" thickness and 4" diameter mounted inside an aluminium sphere. Such a design should make the light collection independent of the interaction spot, providing an amplitude signal which is proportional to the produced light in the glass. A pulse-height window selects the alpha-peak of the $^6$Li(n,$\alpha$) reaction to distinguish a neutron event from background events. Both setups use in-house build fast-timing-digitizers, which have a time-resolution of 0.5 ns for measuring the time-of-flight. The time-of-flight data are recorded in histogram mode. The amplitude information of the detector and the monitor counts are recorded for off-line checking of the stability of the electronic setup and the accelerator. To reduce the impact of instabilities on the transmission measurement, typically every 20 minutes the sample-in and open-beam measurements are cycled.

Capture Setup
Capture measurements are performed on three experimental stations, differing only in flight path length with available distances at 10 m, 30 m and 60 m.

Similar to the transmission measurements the beam diameter at the sample station had to be reduced to approximately 7.45 cm using Li-carbonate plus resin, copper and lead collimators. Air conditioning is installed at the measurement stations to keep the sample at a constant temperature and to minimize a drift of the electronics. Photons produced by the neutron capture in the sample materials are detected by four cylindrical C$_6$D$_6$ detectors (NE230). To reduced the effects caused by anisotropy of the primary dipole radiation the detectors were mounted at an angle of 125 degrees in respect to the neutron beam. To minimize the detection of scattered neutrons in the detector system, the scintillators were mounted directly on quartz-windowed photo-multipliers. The pulse height weighing technique is used to create a detector response proportional to the energy of the registered gamma. A description of the method and of the calculation of the weighting function can be found in [1].

The flux-shape is determined with a Frisch-gridded $^{10}$B ionisation chamber which is operated with a continuous flow of an argon (90%) and methane (10%) mixture. The boron sample itself consists of approximately $1.25 \times 10^{-5}$ atoms/barn of $^{10}$B evaporated on a 30 $\mu$m Al backing.

The amplitude and the time-of-flight of each event are recorded in list-mode for off-line data reduction. This allows for a very careful monitoring of the stability of the detection system. The linearity of the scintillator system is checked periodically, every weekend while the accelerator is shut down, by measuring the 661.7 keV line of the $^{133}$Cs decay and the 6.13 MeV line from a $^{238}$Pu+$^{13}$C source. Furthermore, the 2.2 MeV gamma-line from the neutron capture, a permanently present background in our measurements, is used to verify the stability.

Data reduction
The different elements of the data reduction process which are systematically applied to all measurements at GELINA are described in the following chapter.

Dead time correction
Already the first step of any data-reduction can introduce correlation into the experimental data – the dead time correction, as this correction depends on the count rate in a given period before an event occurs. Furthermore is this correction highly non-linear, therefore a careful analysis – and possible reduction of the dead-time – and the dead-time distribution should help to reduced the systematic uncertainties.

We have studied in detail the different approaches to the dead-time correction, and how accurately they can correct the experimental data. These tests were done with simulated spectra as well as with spectra that were taken with dead-times ranging from 300 ns to 4 $\mu$s. It was concluded that correction up to a factor of two can be performed to an accuracy better than one percent [2].

Background correction
The background is estimated wit the black resonance technique, i.e. filters are inserted into the beam that remove all the neutron at one given energy, typical filter materials are W, Cs, Mo, Au, etc. When using this technique it should be always kept in mind, that the insertion of any filter will alter the beam condition and consequently the background. Therefore the black resonance filter has either to stay in the beam while the experiment is performed or the effect of the filter on the background has to be estimated. For doings so, an analysis of the various background components is important.
At GELINA, background measurements – using black resonance techniques, polyethylene filters etc – and Monte-Carlo calculations for the target-source configuration were performed to identify the different sources for the background. The biggest contribution – especially at higher neutron energies is caused by hydrogen capture, i.e. neutrons are thermalized in the moderator and then captured by a hydrogen atom. This process produces photons with energy of 2.2 MeV that travel through the beam-line, the sample, and continue towards the detector where they are detected. In case of a transmission experiment, the energy deposited in the lithium-glass detectors is comparable to the energy released in a neutron event. Therefore this background component can hardly be suppressed by pulse-height discrimination. The time-distribution of these photons can be derived by analytical considerations, accounting for the storage time in the moderator or by Monte-Carlo simulations.

![Transmission spectra showing measurements and background estimation.](image)

**Figure 1. Transmission spectra showing measurements and background estimation.**

The second component at longer times can either be caused by neutron scattered from the detectors or from neighbouring flight-path. It is important to highlight the fact that all experiments at GELINA are performed under constant background conditions with respect to neighbouring flight-path. The background spectra can then be described as function of the neutron time-of-flight by combinations of exponential or power functions. All the parameters can be derived from fits to experimental data. In Figure 1 the background component as a function of the neutron energy for the transmission setup is depicted for a $^{nat}$Cd sample. For the transmission measurements the background is below 10 % and well understood. Therefore one can estimate that the overall uncertainties induced by background correction should not exceed 1% on the observed yields resp. transmission factors.

**Normalisation**

The normalisation of capture yields can be either done using well know resonance with $\Gamma_n << \Gamma_\gamma$ (e.g. the 1.15 keV resonance in Fe). If one requires that $n\sigma << 1$, ($n$ the sample thickness in atoms/barn and $\sigma$ the peak cross section) the capture area is mostly determined by $\Gamma_n$, and an independent transmission measurement can provide the normalisation. In all the presented cases this procedure was used to check on the normalisation that has been determined by the second method, using a saturated resonance.

For a saturate resonance, it is required that $n\sigma>>1$, then capture yield is given by the ratio $\Gamma_\gamma/(\Gamma_n+\Gamma_\gamma)$. If one chooses a resonance with $\Gamma_\gamma>>\Gamma_n$, the capture yield is almost unity, and it can be shown that in this case the capture yield is almost independent on the resonance parameters and the sample thickness (see [1]). This approach was used either with the 4.9 eV resonance of Au or the 5.2 eV resonance in Ag.

**AGS**

The data processing is usually carried out using the AGS-package [3]. This package calculates the dead time correction, carries out the background fitting and subtraction,
normalization and determines the transmission of the sample as a function of time-of-flight. The package also includes the propagation of uncertainties and creates a covariance matrix, starting from the uncorrelated uncertainties due to counting statistics.

**Experimental results**

On the example of the recent measurement campaign related to $^{nat}$Cd we will give experimental results and the influence of changed resonance parameters.

**Cadmium**

It has been suggested that the capture and scattering cross sections of natural cadmium are not well described by the resonance parameters that are given in the evaluated data files. In particular, doubts on the parameters of the first resonance of $^{113}$Cd at 0.178 eV have been raised. This resonance is of high importance in the interpretation in many integral experiments, such as neutron activation analysis, in which cadmium foils are used to shield from thermal neutrons. A more recent study [4] tested the ENDF/B-VII evaluation on the same integral experiment. That study concluded that the resonance parameters of the resonance of $^{113}$Cd at 0.178 eV and the thermal cross section of $^{113}$Cd needed to be adjusted. The evaluated resonance parameters for the 0.178 eV resonance of $^{113}$Cd come from only a handful of experiments (see Table 1). The two latest and most accurate ones, differ in the given neutron widths by approximately 5% or more than six standard deviations. The agreement between the other two parameters of this resonance is satisfactory. So far the larger of the two values had been included in most of the evaluations. Mosteller et al. [4] showed that using the smaller of these values improved the agreement between experimental and calculated results of an integral experiment. To clarify the situation and to provide data for a new evaluation, a set of transmission experiments was performed at GELINA. The goal was to determine the neutron and capture width of the 0.178 eV resonance and reduce the uncertainties. The capture and the neutron width are needed to better than 1%, and the energy of the resonance is required to better than 0.1 meV. In these transmission measurements two uniformly thin metallic samples and a solution sample were used. The use of thin powder samples is not advised due to the inherent inhomogenities in the thickness. Not accounting for these inhomogenities in the sample thickness will lead to an underestimation of the neutron width and an overestimation of the capture width of a resonance [5].

Considering the importance of the 0.178 eV resonance it was deemed necessary to perform experiments solely devoted to study this resonance. In total four samples, their properties are given in Table 1, were prepared for those studies. It was considered essential that different sample types, i.e. metal foils and solution samples were used. With such an approach the influence of sample properties (the homogeneity of thin foils cannot be always guaranteed and for solution samples similarly problems with homogeneity and material content in the measured volume) on the extracted resonance parameters should be minimized.

**Table 1. Cadmium samples used in transmission measurements to determine the 0.178 eV resonance**

<table>
<thead>
<tr>
<th>thickness (atoms/barn)</th>
<th>sample type</th>
<th>Flight-path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.4 \times 10^{-4}$</td>
<td>solution</td>
<td>25 m</td>
</tr>
<tr>
<td>$1.38 \times 10^{-4}$</td>
<td>foil</td>
<td>50 m</td>
</tr>
<tr>
<td>$2.24 \times 10^{-4}$</td>
<td>foil</td>
<td>50 m</td>
</tr>
<tr>
<td>$2.8 \times 10^{-4}$</td>
<td>solution</td>
<td>25 m</td>
</tr>
</tbody>
</table>

To further control the estimated uncertainties, all four samples were fitted individually and simultaneously with the resonance shape analysis code REFIT [6]. With respect to the lowest lying resonance of $^{113}$Cd we have determined the following resonance parameters: $E_{res} = 178.7\pm0.1$ meV, $\Gamma_{\gamma} = 113.5\pm0.2$ meV and $\Gamma_{n} = 0.640\pm0.004$ meV. These parameters have been used subsequently in estimation on the effects on an integral experiment as described in [4]. This experiment is described in detail in the international handbook of evaluated criticality safety benchmark experiments as HEU-SOLTHERM-049 [7]. For our calculations, the parameters of the first resonance of $^{113}$Cd, resonance energy, neutron width and capture width were changed from the ENDF/B-VII to the values derived from our experiment.
The changes are significant but not quite big enough to bring calculations and experiments in agreement. This might be an indication that higher energy cadmium resonances or the thermal cross sections for other cadmium isotopes play an important role. In total eight more samples (see Table 2) were used for determining transmission factors and capture yields over an energy range from thermal to 100 keV. For this set of experiments it is expected that the resolution of our data will allow the extraction of resonance parameters up to an energy around 1 keV.

**Table 2. Cadmium samples used in transmission and capture measurements**

<table>
<thead>
<tr>
<th>thickness (atoms/barn)</th>
<th>type</th>
<th>Flight-path length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.38 \times 10^{-4}</td>
<td>capture</td>
<td>10 m</td>
</tr>
<tr>
<td>3.40 \times 10^{-4}</td>
<td>capture</td>
<td>10 m</td>
</tr>
<tr>
<td>5.4 \times 10^{-4}</td>
<td>transmission</td>
<td>50 m</td>
</tr>
<tr>
<td>1.10 \times 10^{-3}</td>
<td>capture</td>
<td>30 m</td>
</tr>
<tr>
<td>2.36 \times 10^{-3}</td>
<td>capture</td>
<td>30 m</td>
</tr>
<tr>
<td>4.67 \times 10^{-3}</td>
<td>capture</td>
<td>30 m</td>
</tr>
<tr>
<td>9.34 \times 10^{-3}</td>
<td>capture</td>
<td>10 m</td>
</tr>
<tr>
<td></td>
<td>transmission</td>
<td>25 m, 50 m</td>
</tr>
<tr>
<td>2.34 \times 10^{-2}</td>
<td>transmission</td>
<td>50 m</td>
</tr>
<tr>
<td>1.20 \times 10^{-1}</td>
<td>transmission</td>
<td>25 m, 50m</td>
</tr>
</tbody>
</table>

**Conclusion**

We have described, using the measurements on natCd as an example, the experimental capabilities and the treatment of experimental results obtained at the GELINA time-of-flight facility. During the last years it has become obvious that not only the documentation of final results but also the control and documentation of experimental conditions is crucial for their further use and dissemination. Under this view all measurements at GELINA have been harmonized in their set-up, the signal treatment and acquisition systems and the handling of their raw data. In this way the reproducibility and quality of data can be drastically improved. This allows moreover for the verification of the data as well as for a comparison with results obtained under different experimental conditions and is on of the main prerequisites for a successful evaluation of any nuclear data.
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Abstract: The neutron total cross-sections and resonance parameters of Niobium (Nb) and Palladium (Pd) were measured in the neutron energy regions from 0.1 to 100 eV by using the time-of-flight (TOF) method at the Pohang Neutron Facility (PNF), Republic of Korea. The PNF consists of an electron linear accelerator, a water-cooled Tantalum (Ta) target with a water moderator, and a 12.06 m long time-of-flight path. A $^6$Li-ZnS(Ag) scintillator with a diameter of 12.5 cm and a thickness of 1.6 cm was used as a neutron detector. High purity natural Nb and Pd metallic sheets with thickness of 15 mm (0.0833 atoms/barn) and 1 mm (0.0068 atoms/barn) respectively, were used for the neutron transmission measurements. The notch filters composed of Cobalt (Co), Indium (In), and Cadmium (Cd) were used to estimate the background level and also to calibrate energy. In order to reduce the gamma-ray background from Bremsstrahlung and from neutron capture, we employed a neutron-gamma separation system based on their different pulse shapes. The resonance parameters of natNb and natPd were obtained from the transmission ratio by using the SAMMY code, which utilizes both Doppler and resolution broadening effects and Bayes’ generalized least squares technique. The present measurements were compared with the existing experimental and the evaluated reactions data files.

Introduction

Neutron cross-sections & resonance parameters are basic quantities of nuclear data that plays important roles in nuclear science and technologies. The neutron induced reaction data can be used for obtaining information of the internal structure of atomic nuclei and their constituents. The possibility of achieving a chain reaction, to design and develop nuclear reactors, neutron cross-sections are important. The accurate knowledge of the cross-sections is crucial for designing nuclear reactors. Study of neutron cross-sections substantially provides the quantitative nuclear data requisite to many engineering applications. On the other-hand the cross-section databases have to be constantly modified to enhance the predictive power of computational methods for the nuclear reactor analysis, design, maintenance, etc.

We have measured neutron total cross-sections and resonance parameters of Niobium and Palladium in the incident neutron energy range of 0.10-100 eV at the Pohang Neutron Facility, Pohang, Republic of Korea.

Nb is a rare, soft, grey, ductile transition metal that can be found in the pyrochlore minerals. It is mostly used in alloys, superconducting materials, welding, nuclear industries, electronics, optics, jewelry, etc. Pd is also a rare but lustrous silvery-white metal that can be found by mining, recycling from scrapped catalytic converters. It is used in jewelry, dentistry, watch making, blood sugar testing strips, aircraft spark plugs, surgical instruments, etc. Due to many applications of these materials the exact cross-sections should be known.

Experimental Details

The PNF consists of a 100 MeV electron linac, water-cooled Ta target and a 12.06 m long evacuated flight tube. The electron linac consists of a thermionic RF-gun, an alpha magnet, four quadruple magnets, two SLAC-type accelerating sections, a quadruple triplet and a beam-analyzing magnet. The linac was operated with energy 65 MeV, repetition rate 10-15
Hz, pulse width 1-1.5 µs, peak beam current 30-50mA. As a photo-neutron target, it is necessary to use heavy mass materials in order to produce intense neutrons by way of bremsstrahlung under high-power electron beams. We used Ta as the target material, which has high density (16.6 g-cm\(^{-3}\)), high melting point (3017°C) and high resistant against the corrosion by cooling water. The TOF tubes were made by stainless steel with two different radii of 7.5 and 10 cm. The neutron beam line was equipped with a four–position sample changer that can allow the simultaneous transmissions measurement for 4 samples. For the transmission experiment neutron beam also should be passed without any sample. So at the same time maximum 3 samples can be measured. The neutron source, data acquisition systems of PNF are given in next sections in brief but the details may be seen in refs. [1, 2].

**Pulsed Neutron Source**
Pulsed neutrons were produced from a water-cooled Ta target in a water tank as a neutron moderator. The target is composed of 10 Ta plates with a radius of 2.45 cm and an effective thickness of 7.4 cm. There is a 0.15 cm water gap between Ta plates for cooling the target effectively. The housing of the target is made by titanium (Ti). The calculated neutrons yield per kW of beam power for electron energy above 60 MeV at the Ta target was 1.9×10\(^{12}\) n/s [3]. The neutron energy distributions with and without water moderator of the PNF were shown in ref. [3]. The electron beam produced by the linear accelerator hits the Ta target, located in the center of a cylindrical water moderator contained in an aluminium cylinder with a thickness of 0.5 cm, a radius of 15 cm and a height of 30 cm and the target is aligned vertically with the center of the TOF tube. Water moderator slowed down the generated neutrons and water was 3 cm above the target surface. The neutron collimation system was composed from H\(_2\)BO\(_3\), Pb, and Fe collimators. During the transmission measurement of Nb and Pd samples the linac was operated with the beam energy of 65 MeV, repetition rate of 10 Hz, and pulse width of 1 µs.

**Data Acquisition System**
To measure neutron TOF spectra there are three different data acquisition systems, which are NIM, CAMAC, and VME based systems. Generally, the NIM based system is used to separate neutron-gamma events and also we may accumulate the neutron TOF spectra. The CAMAC system can be used to operate sample changer and also to take TOF spectra. Additionally, the VME system may be used if there are any problems with the NIM or CAMAC systems. We can select the different channel widths for each crate so that we can cover different expected incident neutron energy ranges. The detailed explanations of the Data Acquisitions are given in Refs. [1, 2].

**Samples and Data Taking**
In the measurement period the exposition times for the Nb and Pd samples were 15 minutes (9000 pulses of PNF linac); for empty position, it was also 15 minutes. Thus, the acquisition time for the samples was the same as for the total open beam measurements. The interleaving sequence of free position of the sample changer was chosen to minimize the influence of slow and (or) small variation of the neutron beam intensity. If the beam intensity variations or its drift was fast and (or) large, then these partial measurements were excluded from the total statistics. The total data taking times for Nb and Pd samples and for open beam measurement were 65 hrs.
A set of notch filters of Co, In and Cd plates with thickness of 0.5 mm, 0.2 mm and 0.5 mm respective, was used to determine the background and also to calibrate the incident neutron energy.

**Data Processing**
To subtract the background we used the notch filters of Co, In, and Cd. After normalizing the events for notch filters, we fitted the notch filter’s neutron time of flight spectra by considering black resonance’s with an exponential fitting function

\[
y = A_1 \exp(-x/t_1) + y_0,
\]

where \(A_1\), \(t_1\) and \(y_0\) are constants and \(x\) is the channel number of the time digitizer. After that we subtracted background from the normalized Nb, Pd, and open beam TOF spectra. The TOF spectra of the Nb and Pd samples along with the result of background fit (base lines) are shown in Figure 1(a) and 1(b).
Figure 1: (a) TOF spectra of Nb, Open run and Background, (b) TOF spectra of Pd, Open run and Background

Total cross-sections measurements

From the Nb and Pd sample (and open run) TOF spectra we have subtracted the normalized background to obtain the net TOF spectra. The transmission rate of neutrons at the $i$-th group energy $E_i$ is defined as the fraction of incident neutrons passing through the sample compared to that in the open beam. Thus, the neutron total cross-section is related to the neutron transmission rate $T(E_i)$ as follows:

$$\sigma(E_i) = -\sum_j N_j \ln T(E_i)$$

(2)

$$T(E_i) = \frac{[I(E_i) - IB(E_i)]/M_i}{[O(E_i) - OB(E_i)]/M_o}$$

(3)

where $N_j$ is the atomic density per cm$^2$ of the $j$-th isotope in the sample. $I(E_i)$ is the sample-in while $O(E_i)$ is the sample-out counts, $IB(E_i)$ and $OB(E_i)$ are the same for the background counts, and $M_i$ and $M_o$ are monitor counts for the sample-in and the open beam, respectively. We assumed monitor counts to be equal during the measurements. We estimated the background level by using the resonances of the Co, In, and Cd notch-filters as it was presented above. The neutron energy $E$ in eV corresponding to each channel $I$ in the TOF spectrum is derived from the following relation:

$$E = \left( \frac{72.3 \times L}{I \times W - \tau_0} \right)^2$$

(4)

where $L$ is the neutron flight path in meters, $W$ is the channel width in microseconds, and $\tau_0$ is the time difference between the start time from the RF trigger and the real time zero when the neutron burst was produced. The flight path length $L$ and $\tau_0$ are determined by fitting channel numbers corresponding to the well-known resonance energies of the samples by using Eq. (4). In this experiment, we used $W = 0.5 \mu$s and found $L = (12.06 \pm 0.02)$ m and $\tau_0 = (7.15 \pm 0.01) \mu$s from the fitting. Then the energy resolution can be written by the expression as

$$\frac{\Delta E}{E} = 2 \frac{\Delta t}{t}$$

(5)

where the uncertainty ($\Delta t$) of the neutron TOF (t) is composed of uncertainties due to the flight path (2 cm), the moderator thickness (3 cm), the pulse width of the electron beam (1 $\mu$s), the channel width of the time encoder (0.5 $\mu$s), and the time jitter (negligibly small) from the neutron detector. The relative energy resolutions for various neutron energies of 0.01, 0.1, 1, 10, and 100 eV are 0.59%, 0.60%, 0.65%, 1.01%, and 2.63%, respectively. The total cross-
sections deduced from these measurements are compared to previous reported data [4-13]. They are graphically presented in Figure 2(a) and 2(b).

Figure 2: (a) Total cross-sections of Nb, (b) Total cross-sections of Pd

Determination of Resonance parameters
To determine the resonance parameters for each resonance peak, we have fitted all the transmission as well as total cross-section data of Nb and Pd with the code SAMMY [14]. By using this code the neutron total cross-sections were evaluated from the multilevel R-matrix theory [15] in the Reich-Moore approximation [16] as follows:

\[ \sigma_T = \frac{2\pi}{k^2} g \left[ 1 - \cos 2\phi - \frac{\Gamma}{2d} \right] - \sin 2\phi \frac{\Gamma_1(E_\lambda - E)}{d} \] (6)

Here \( k \) is the wave number associated with the incident channel, \( \phi \) the potential scattering phase shift, \( g \) the spin statistical factor, \( E \) the neutron energy, and \( E_\lambda \) is the resonance energy. Parameters \( \Gamma \) and \( \Gamma_1 \) are the total width and the partial width of the decay channel 1, respectively. The quantity \( d \) is defined as:

\[ d = \left( \frac{(E_\lambda - E)^2 + (\frac{\Gamma_1}{2})^2}{2} \right) \] (7)

In the SAMMY code the Bayes' theorem (generalized least squares) is used to fit the experimental data to get the resonance parameters. For the Doppler broadening and resolution analysis, the MULTI method [17] is applied: the free gas model is applied to the Doppler broadening and the convolution of Gaussian and exponential function to the resolution. The transmissions and SAMMY fitting curves are shown in Figure 3(a) and 3(b).

Figure 3: (a) Nb Transmissions and SAMMY Fit, (b) Pd Transmissions and SAMMY Fit.
The evaluated resonance parameters with others reported values [18-22] are given in table 1(a) and 1(b). In the table J is the spin, $E_\lambda$ is the resonance energy, $\Gamma_\gamma$ is the gamma width, and $\Gamma_n$ is the neutron width.

**Table 1(a): Resonance parameters of $^{92}$Nb**

<table>
<thead>
<tr>
<th>J/I</th>
<th>$E_\lambda$ [eV]</th>
<th>$\Gamma_\gamma$ [meV]</th>
<th>$\Gamma_n$ [meV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>5/1</td>
<td>Present</td>
<td>35.9220 ± 0.0202</td>
<td>215.57 ± 17.98</td>
</tr>
<tr>
<td></td>
<td>Saplakoglu et al.</td>
<td>35.90</td>
<td>205 ± 51</td>
</tr>
<tr>
<td></td>
<td>Jackson</td>
<td>35.9</td>
<td>215 ± 40</td>
</tr>
<tr>
<td></td>
<td>Mughabghab</td>
<td>35.9 ± 0.1</td>
<td>209 ± 80</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>35.90</td>
<td>209</td>
</tr>
<tr>
<td>4/1</td>
<td>Present</td>
<td>42.2878 ± 0.0642</td>
<td>228.47 ± 22.32</td>
</tr>
<tr>
<td></td>
<td>Saplakoglu et al.</td>
<td>42.2</td>
<td>256 ± 84</td>
</tr>
<tr>
<td></td>
<td>Jackson</td>
<td>42.2</td>
<td>260 ± 20</td>
</tr>
<tr>
<td></td>
<td>Mughabghab</td>
<td>42.3 ± 0.1</td>
<td>222 ± 40</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>42.30</td>
<td>222</td>
</tr>
<tr>
<td>3/1</td>
<td>Present</td>
<td>93.8784 ± 0.0391</td>
<td>179.87 ± 20.80</td>
</tr>
<tr>
<td></td>
<td>Saplakoglu et al.</td>
<td>94.3</td>
<td>220 ± 46</td>
</tr>
<tr>
<td></td>
<td>Jackson</td>
<td>94.3</td>
<td>215 ± 50</td>
</tr>
<tr>
<td></td>
<td>Mughabghab</td>
<td>94.3 ± 0.1</td>
<td>180 ± 30</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>94.3</td>
<td>180</td>
</tr>
</tbody>
</table>

**Table 1(b): Resonance parameters of $^{105}$Pd**

<table>
<thead>
<tr>
<th>J/I</th>
<th>$E_\lambda$ [eV]</th>
<th>$\Gamma_\gamma$ [meV]</th>
<th>$\Gamma_n$ [meV]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3/0</td>
<td>Present</td>
<td>11.8221 ± 0.0250</td>
<td>226.29 ± 10.33</td>
</tr>
<tr>
<td></td>
<td>Smith et al.</td>
<td>11.780 ± 0.007</td>
<td>150 ± 2</td>
</tr>
<tr>
<td></td>
<td>Satveloz et al.</td>
<td>11.790 ± 0.02</td>
<td>151±2.1</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>11.79</td>
<td>151.40</td>
</tr>
<tr>
<td>2/0</td>
<td>Present</td>
<td>13.2960 ± 0.0148</td>
<td>350.95 ± 18.48</td>
</tr>
<tr>
<td></td>
<td>Smith et al.</td>
<td>13.222±0.007</td>
<td>163±7</td>
</tr>
<tr>
<td></td>
<td>Satveloz et al.</td>
<td>13.230 ± 0.01</td>
<td>174.5±3.4</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>13.23</td>
<td>174.50</td>
</tr>
<tr>
<td>3/0</td>
<td>Present</td>
<td>25.2138 ± 0.0036</td>
<td>458.56 ± 10.97</td>
</tr>
<tr>
<td></td>
<td>Smith et al.</td>
<td>25.09±0.01</td>
<td>151±6</td>
</tr>
<tr>
<td></td>
<td>Satveloz et al.</td>
<td>25.15 ± 0.01</td>
<td>135.1±2.5</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>25.15</td>
<td>135.10</td>
</tr>
<tr>
<td>2/0</td>
<td>Present</td>
<td>30.3310 ± 0.0026</td>
<td>163.59 ± 8.07</td>
</tr>
<tr>
<td></td>
<td>Smith et al.</td>
<td>30.05±0.02</td>
<td>152±4</td>
</tr>
<tr>
<td></td>
<td>Satveloz et al.</td>
<td>30.12 ± 0.02</td>
<td>151.7±4.1</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>30.12</td>
<td>151.70</td>
</tr>
<tr>
<td>3/0</td>
<td>Present</td>
<td>39.3806 ± 0.1745</td>
<td>168.65 ± 15.04</td>
</tr>
<tr>
<td></td>
<td>Smith et al.</td>
<td>38.43±0.02</td>
<td>158±8</td>
</tr>
<tr>
<td></td>
<td>Satveloz et al.</td>
<td>38.44 ± 0.02</td>
<td>154.1±6.7</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>38.44</td>
<td>154.10</td>
</tr>
<tr>
<td>3/0</td>
<td>Present</td>
<td>42.0443 ± 0.0083</td>
<td>150.99 ± 19.37</td>
</tr>
<tr>
<td></td>
<td>Smith et al.</td>
<td>42.56±0.02</td>
<td>159±14</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>42.58</td>
<td>150</td>
</tr>
<tr>
<td>3/0</td>
<td>Present</td>
<td>55.0659 ± 0.0146</td>
<td>447.79 ± 26.90</td>
</tr>
<tr>
<td></td>
<td>Smith et al.</td>
<td>55.23±0.02</td>
<td>158±11</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>55.21</td>
<td>150</td>
</tr>
<tr>
<td>3/0</td>
<td>Present</td>
<td>66.7421 ± 0.0027</td>
<td>155.47 ± 8.445</td>
</tr>
<tr>
<td></td>
<td>Smith et al.</td>
<td>68.27±0.02</td>
<td>159±17</td>
</tr>
<tr>
<td></td>
<td>Satveloz et al.</td>
<td>68.32 ± 0.04</td>
<td>137±15</td>
</tr>
<tr>
<td></td>
<td>ENDF/B-VII.0</td>
<td>68.32</td>
<td>137</td>
</tr>
</tbody>
</table>
Conclusions

The neutron total cross-sections of Nb and Pd from 0.1 to 100 eV were determined from sample-in and sample-out transmissions measurements at the Pohang Neutron Facility (PNF), South Korea. Resonance parameters were determined by a consistent analysis in which corrections for Doppler broadening, resolution broadening, and other experimental effects were incorporated to the Bayesian SAMMY code.

PNF transmissions data sets were analyzed sequentially so that each fit was connected to the previous set by the SAMMY parameters covariance matrix, thereby obtained energies and widths. The experimental transmissions data and SAMMY extracted data are good with Chi-sq/N values 1.05 and 1.51, respectively for Nb and Pd samples.

To obtain improved resonance parameters it may be necessary to measure capture cross-sections as well. The PNF, Korea is on the way setting up a 4π BGO gamma detector and the capture cross-section experiments will be carried out very soon.
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Abstract: Transmission, capture and self-indication measurements on $^{197}\text{Au}$ have been performed at the neutron time-of-flight facility GELINA at EU-JRC-IRMM in Belgium. In this paper we describe the status of the measurements. Part of this work was performed within the framework of EFNUDAT project, with the aim of improving resonance parameters for the $^{197}\text{Au}(n, \gamma)$ cross section.

Introduction

Neutron induced reaction cross-sections are of great importance for reactor physics. They also play a role in several other fields, including astrophysics and fundamental physics. The radiative capture cross-section of Au is often used to normalise capture data. Therefore this reaction constitutes a reference for the measurement of $(n, \gamma)$ reactions. The $^{197}\text{Au}(n, \gamma)$ cross-section is also used for the absolute determination of neutron flux by activation measurements.

The neutron capture reaction $^{197}\text{Au}(n, \gamma)$ is considered as a standard [1] for thermal neutrons and in the energy range between 0.2 MeV to 2.5 MeV. The aim of this work is to improve the cross section data and to extend the energy region of the $^{197}\text{Au}(n, \gamma)$ standard in the resolved and unresolved resonance region.

In the resolved resonance region, which includes the thermal region, the reaction cross-sections can be described in terms of resonance parameters, which reflect the properties of the excited states like energy, decay widths, spin and parity. This is done by means of the R-matrix theory. A complete resonance analysis of the transmission, capture, and self-indication data was performed using the least squares, multi-level R-matrix code REFIT [2] to obtain a single set of resonance parameters from all three types of measurements.

The GELINA facility

The Geel LINear Accelerator (GELINA) of the Institute for Reference Materials and Measurements (IRMM) at Geel has been designed and built especially for high-resolution neutron cross-section measurements [3, 4]. GELINA is a multi-user time-of-flight facility, providing a pulsed white neutron source, with a neutron energy range between 1 meV and 20 MeV. Intense pulsed electron beams, at repetition rates up to 800 Hz and with peak currents up to 12 A in a 10 ns time interval, are accelerated to an energy of up to 150 MeV in the linear electron accelerator. The electron bunches are compressed using a specially designed post-acceleration compression magnet to a duration of less than 1 ns (and, accordingly, peak currents of up to 120 A) [5, 6]. These high-energy electrons generate Bremsstrahlung in a uranium target, where neutrons are mainly produced by $(\gamma, n)$ and $(\gamma, f)$ reactions. To enhance the neutron intensity in the low energy domain, two water-filled Be containers are used as moderators. Using suitable collimators, either the direct (fast) neutron spectrum with very good time resolution may be used, or the moderated (slow) neutron spectrum at reduced energy resolution.

The determination of nuclear resonance parameters from a Resonance Shape Analysis (RSA) of TOF-data requires an accurate description of the response function of the spectrometer. A detailed investigation of the GELINA response functions, using Monte Carlo calculations, has been performed by Coceva and Magnani [7]. To validate the resolution function of GELINA a $^{56}\text{Fe}(n, \gamma)$ capture measurements at a 60 m Flight Path (FP) station was performed [8].
The experiment

Several gold samples of different thickness ranging from 5 μm up to 1 mm were used to find a good compromise between energy resolution and statistics even for weak resonances. The samples used with their characteristics are listed in Table 1. Capture measurements have been carried out at a 12.5, 30, and 60 m (nominal) flight path, while transmission measurements have been performed at the 30 and 50 m (nominal) flight path, both types of measurements with repetition rates of 50 and 800 Hz. The self-indication measurement was carried out at a 30 m flight path and at 50 Hz operation mode.

The TOF of a neutron was determined by the time between the start signal, given at each electron burst, and the stop signal from the detectors. This time was measured with a Fast Time Coder with a 0.5 ns resolution, designed at the IRMM [9].

Table 1. General description of Gold disc(top) and squared(botom) samples measured at GELINA. Uncertainty on areal density is of the order of 0.1%, or less.

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Nominal Thickness (mm)</th>
<th>Calculated Diameter (atoms/barn)</th>
<th>Diameter (mm)</th>
<th>Weight (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T2</td>
<td>1.10</td>
<td>6.007x10^-3</td>
<td>80.00±0.05</td>
<td>98.75±0.05</td>
</tr>
<tr>
<td>C2</td>
<td>0.53</td>
<td>3.097x10^-3</td>
<td>80.00±0.05</td>
<td>50.92±0.002</td>
</tr>
<tr>
<td>TPNP08/16</td>
<td>0.52</td>
<td>3.026x10^-3</td>
<td>80.04±0.05</td>
<td>50.9234±0.0005</td>
</tr>
<tr>
<td>C1</td>
<td>0.12</td>
<td>6.642x10^-4</td>
<td>80.00±0.05</td>
<td>10.9200±0.0005</td>
</tr>
<tr>
<td>TPNP08/17</td>
<td>0.11</td>
<td>5.945x10^-4</td>
<td>80.06±0.06</td>
<td>9.7685±0.0002</td>
</tr>
<tr>
<td>T1</td>
<td>0.11</td>
<td>5.940x10^-4</td>
<td>80.00±0.05</td>
<td>9.766±0.002</td>
</tr>
<tr>
<td>S1</td>
<td>0.05</td>
<td>2.906x10^-4</td>
<td>80.00±0.05</td>
<td>4.777±0.001</td>
</tr>
<tr>
<td>TP0736/1</td>
<td>0.01</td>
<td>5.765x10^-3</td>
<td>80.02±0.02</td>
<td>0.9483±0.0001</td>
</tr>
<tr>
<td>TP0736/2</td>
<td>0.01</td>
<td>5.861x10^-3</td>
<td>80.02±0.02</td>
<td>0.9640±0.0001</td>
</tr>
<tr>
<td>TP0736/3</td>
<td>0.005</td>
<td>2.772x10^-5</td>
<td>80.02±0.04</td>
<td>0.4559±0.0001</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sample Name</th>
<th>Nominal Thickness (mm)</th>
<th>Calculated Diameter (atoms/barn)</th>
<th>Sizes (mm)</th>
<th>Weight (g)</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPNP08/14</td>
<td>1.00</td>
<td>5.825x10^-3</td>
<td>50.45x50.39</td>
<td>48.4330±0.0005</td>
</tr>
<tr>
<td>TPNP08/15</td>
<td>1.00</td>
<td>5.841x10^-3</td>
<td>50.42x50.45</td>
<td>48.5957±0.0005</td>
</tr>
<tr>
<td>TPNP08/20</td>
<td>1.00</td>
<td>5.905x10^-3</td>
<td>50.42x50.45</td>
<td>48.5957±0.0005</td>
</tr>
<tr>
<td>FILTER</td>
<td>0.11</td>
<td>5.886x10^-4</td>
<td>217x220</td>
<td>91.9±0.1</td>
</tr>
</tbody>
</table>

Transmission setups

Table 2 summarizes the details of the transmission experiments. Transmission measurements have been performed at two different stations with the neutron detectors placed a 26.45 m and 49.34 m distance from the neutron producing target. For these stations the angle between the flight path and the normal to the moderator is 9°. The samples were placed almost halfway between the detector and the neutron producing target in an automatic sample changer which is operated by the data acquisition system. Two BF₃ proportional counters were used to monitor the output and stability of the accelerator and to normalise the sample-in and sample-out measurements to the same total neutron fluence.

At 26.45 m the setup uses a detector system of a ½” thick lithium-glass scintillator, with a diameter of 4 inch that is viewed by two photomultiplier tubes (EMI9823QKB). To separate a valid neutron event from the photomultiplier noise, a coincidence between the signals of both tubes is required.

At 49.34 m the detector system is a lithium-glass scintillator of ¼” thickness and 4” diameter mounted inside an aluminium sphere.

In both cases a pulse-height window selects the alpha-peak of the ⁶Li(n,α) reaction to distinguish a neutron event from background events. A detailed description of the experimental setup for transmission measurements at GELINA can be found in [10] and [11].

Capture setups

Capture measurements have been performed at three measurement stations with nominal flight path distance 12.5 m, 30 m and 60 m. Details about the experimental conditions are
summarized in Table 3. The moderated neutron beam was collimated to about 75 mm in diameter at the sample position for each measurement station. The detection set-up, i.e. γ-ray detectors, neutron flux detector, electronics and data acquisition system, at the three measurement stations were very similar.

Table 2. Transmission measuring sequence at the 26.45 m and at the 49.45 m flight paths.

<table>
<thead>
<tr>
<th>Flight Path</th>
<th>Frequency</th>
<th>Sample</th>
<th>Overlap</th>
<th>Filters</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>49.34 m</td>
<td>50 Hz</td>
<td>10.0 μm</td>
<td>Cd</td>
<td>Na, Co</td>
<td></td>
</tr>
<tr>
<td>49.34 m</td>
<td>50 Hz</td>
<td>20.0 μm</td>
<td>Cd</td>
<td>Na, Co</td>
<td></td>
</tr>
<tr>
<td>49.34 m</td>
<td>800 Hz</td>
<td>3.0 mm</td>
<td>10B</td>
<td>Na, Co</td>
<td></td>
</tr>
<tr>
<td>26.45 m</td>
<td>50 Hz</td>
<td>3.0 mm</td>
<td>Pb</td>
<td>Na, Co, Rh</td>
<td></td>
</tr>
<tr>
<td>26.45 m</td>
<td>400 Hz</td>
<td>3.0 mm</td>
<td>10B</td>
<td>Pb, Na, Co, Rh</td>
<td></td>
</tr>
<tr>
<td>26.45 m</td>
<td>800 Hz</td>
<td>3.0 mm</td>
<td>10B</td>
<td>Pb, Na, Co, Rh</td>
<td></td>
</tr>
</tbody>
</table>

The detection systems consisted of a set of C_6D_6 detectors with each detector positioned at an angle of 125° with respect to the direction of the neutron beam. To minimize the detection of scattered neutrons in the detector system, the scintillators were mounted directly on quartz-windowed photo-multipliers. The pulse height weighing technique was used to create a detector response proportional to the energy of the registered gamma. A description of the method and of the calculation of the weighting function can be found in [8]. For each detector the anode signal of the PMT is used to determine the time arrival of the neutron creating the capture event and the signal of the 9th dynode to provide information about the energy deposited by the detected γ-ray. The discrimination level of the capture detection system at 12m, 30m, and 60m corresponded to 200 keV, 150 keV and 150 keV deposited energy, respectively. The shape of the neutron spectrum at each station was continuously measured with a Frisch gridded ionization chambers placed about 80 cm before the capture sample: at the 12.5 m and 30 m station a double chamber was used with a cathode loaded with two back-to-back layers of about 40 μg/cm² 10B each (the 10B layers were evaporated on a 30-μm-thick aluminium backing). The chamber at the 60 m station consisted of three back-to-back layers of 40 μg/cm² 10B evaporated on an aluminium backing. The chambers were operated with a continuous flow of a mixture of argon (90%) and methane (10%) at atmospheric pressure. The TOF and the pulse height of the detected events were recorded in list mode using a data acquisition system developed at the IRMM [12]. The list mode recording allowed a continuous stability check of the detection systems and an off-line application of the weighting function. The stability of both the detection systems and the accelerator operating conditions (i.e. frequency, current and neutron output) were verified in cycles of 1 hour. The linearity and resolution of the C_6D_6 detectors was monitored weekly by measurements of the 2.6 MeV γ-ray from the 232Th decay chain.

Self-indication setup

Self-indication measurements have been carried out at the 30 m flight path using the same set up as the one used for capture measurements. A Au filter was placed at the beginning of the neutron beam pipe, far from the measurement station. It was a squared metal disc 21.7x22.0 cm, with a thickness of n_f = 5.886x10⁻⁴ atoms/barn (nominal thickness 0.11 mm). The thickness of the Au sample was similar: n_c = 5.945x10⁻⁴ atoms/barn (nominal thickness 0.11 mm). This combination of sample and filter thicknesses has been optimized for the 4.9 eV resonance. To determine the self-indication ratio, a capture measurement in the same conditions, i.e. only with the gold filter removed from the neutron beam line, is needed. Obviously the anti overlap filters as well as the fixed background filters are the same during both measurements. A Cd, Na and Au filter configuration was used.

Data reduction

To derive the transmission and the capture yield from the raw TOF spectra the data reduction package AGS (Analysis of Generic TOF Spectra) developed at the IRMM [13] was used.
Table 3. Capture measuring sequence at the 12.8, 28 and 60 m FP, a compromise to cover the energy range of interest with good energy resolution and statistic was found with these combinations

<table>
<thead>
<tr>
<th>Sample</th>
<th>Filters</th>
<th>Overlap</th>
<th>Background</th>
</tr>
</thead>
<tbody>
<tr>
<td>FP 12 m, 50 Hz 4 C₆D₆ pyramid</td>
<td>T2 - 1.0 mm</td>
<td>Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 - 0.5 mm</td>
<td>W, Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 - 0.5 mm</td>
<td>Ag, W, Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 - 0.5 mm</td>
<td>Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 - 0.5 mm</td>
<td>Cd, Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C1 - 0.1 mm</td>
<td>Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S1 - 0.05 mm</td>
<td>Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N2 - 0.01 mm</td>
<td>Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N3 - 0.005 mm</td>
<td>Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td>FP 12 m, 50 Hz 2 C₆D₆ cylinder</td>
<td>C2 - 0.5 mm</td>
<td>Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 - 0.5 mm</td>
<td>Cd, Co, Bi, Na</td>
<td></td>
</tr>
<tr>
<td>FP 30 m, 50 Hz 2 C₆D₆ cylinder</td>
<td>T2 - 1.0 mm</td>
<td>Na, Pb</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 - 0.5 mm</td>
<td>Na, Pb</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 - 0.5 mm</td>
<td>W, Co, Na, Pb</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C1 - 0.1 mm</td>
<td>Na, Pb</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N17 - 0.1 mm</td>
<td>Na, Pb</td>
<td></td>
</tr>
<tr>
<td></td>
<td>S1 - 0.05 mm</td>
<td>Na, Pb</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N2 - 0.01 mm</td>
<td>Na, Pb</td>
<td></td>
</tr>
<tr>
<td></td>
<td>N3 - 0.005 mm</td>
<td>Na, Pb</td>
<td></td>
</tr>
<tr>
<td>FP 30 m, 800 Hz 2 C₆D₆ cylinder</td>
<td>T2 - 1.0 mm</td>
<td>Pb, Al</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C2 - 0.5 mm</td>
<td>Pb, Al</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T1 - 0.1 mm</td>
<td>Pb, Al</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T1 - 0.1 mm</td>
<td>Pb, Al, S</td>
<td></td>
</tr>
<tr>
<td></td>
<td>T1 - 0.1 mm</td>
<td>Pb, Al, Na</td>
<td></td>
</tr>
<tr>
<td>FP 60 m, 800 Hz 4 C₆D₆ cylinder</td>
<td>C1 - 0.1 mm</td>
<td>Co, Na</td>
<td></td>
</tr>
<tr>
<td></td>
<td>C1 - 0.1 mm</td>
<td>Co, Na</td>
<td></td>
</tr>
</tbody>
</table>

This package includes the most important spectra manipulations, such as: dead time correction, background fitting and subtraction, and normalization. The package includes a full propagation of uncertainties, starting from the uncorrelated uncertainties due to counting statistics. The final transmission and capture yield, deduced from the raw TOF spectra, includes a complete covariance matrix accounting for both uncorrelated and correlated uncertainty components.

The dead time of the detection chain was monitored continuously by a registration of the time-interval distribution between successive events. To reduce systematic bias effect due to the dead time only the parts of the time-of-flight spectra with a dead time correction less than 20% were considered for the data analysis.

The background as a function of TOF was derived by the black resonance technique [14]. To monitor the background level all measurements have been performed with at least one fixed black resonance filter in the beam. The background over the time range of interest was determined by an analytical expression. The free parameters in the expression were adjusted to the dips observed in the TOF spectrum resulting from measurements with black resonance filters. The black resonance filters used for the different measurement campaigns are listed in Table 2 and Table 3. The background level was at maximum of the order of 1%, with the only exception of the transmission sample-in measurement at 4.9 eV, where it was 10%.

The normalization of capture yields and self-indication data was done by means of the saturated resonance technique [15] applied to the 4.9 eV Au resonance.

Resonance shape analysis of the experimental data

The REFIT code, based on the Reich-Moore approximation of the multi-level R-matrix formalism, was used to calculate resonance parameters performing a simultaneous fit of several data sets. In the RSA the adjusted resonance parameters were the energy and the
neutron and radiation width. The energy was determined from the transmission at 49.34 m, where the time-energy calibration was adjusted to the $^{238}$U resonance at 6.673±0.001 eV. The statistical spin factor and, when possible, the parity of the resonance have been determined by an evaluation of the $\chi^2$ resulting from the fit. This method consists in repeating the fit to the same resonance for different allowed statistical spin factors and different parities and evaluating the resulting $\chi^2$. This method was particularly enhanced by the results of the self-indication measurement, indeed the larger variation on $\chi^2$ values have been observed in this data set. When it was not possible to assign the statistical spin factor g or parity, we used the one listed in ENDF/B-VII library.

Results and conclusions

The work here presented was intended to provide an important contribution to an ongoing effort to improve the cross section data for $^{197}$Au in the resolved and unresolved resonance region. Transmission, capture and self-indication measurements have been performed on a large variety of Au samples and experimental conditions. The combination of complementary measurements allows to derive resonance parameters in a deterministic way and to reduce the impact of systematic effects caused by the experimental conditions. A particularly important result of this work is the determination of the total angular momentum and partial widths of the 4.9 eV resonance, which is often employed for normalization purposes. Thanks to a self-indication measurement, and to the use of very thin samples in transmission and capture measurements, it was possible to determine the total angular momentum of this resonance, confirming the value present in evaluated data files. An important validation of the results was provided by the measurement of the Au(n, $\gamma$) cross section at thermal energy, which is quoted with a 0.1% uncertainty. When using the normalization obtained from the saturated resonance at 4.9 eV resonance, the thermal cross-section was reproduced within 1%, thus confirming the reliability of the measurement data reduction and analysis procedure. Moreover the shape in the thermal region can be used to adjust the negative resonance(s).
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Abstract: The white spectrum neutron time-of-flight facility n_TOF is operating at CERN since 2001. A neutron beam with high instantaneous flux and high resolution in energy is delivered in the experimental area located 187 m downstream from the spallation target. The intense neutron fluence per proton burst results in a much enhanced signal to background ratio for neutron capture and fission reactions on radioactive isotopes, thus making the facility well suited for accurate measurement of neutron-induced reaction cross-sections. Combined with state-of-the-art detectors and with advanced data acquisition systems, the innovative characteristics of the n_TOF neutron beam have allowed collecting data on a variety of stable and radioactive isotopes of interest for nuclear astrophysics and for applications to advanced reactor technologies. After a three-year shutdown, the facility has resumed operations in November 2008 with a new spallation target with an improved engineering design and safety features. In 2009 run the n_TOF Collaboration has performed the full commissioning of the facility. The physics program of the n_TOF Phase 2 has started with measurements of neutron capture cross-sections of $^{56}$Fe and $^{62}$Ni. The short and medium term perspectives of the facility are here presented as well.

Introduction

Accurate neutron cross-section data are of major importance for a wide variety of research fields in basic and applied nuclear physics. In particular, data on neutron reactions are essential in Nuclear Astrophysics for understanding the origin of the heavy elements in the Universe, which are produced mainly through slow and rapid neutron capture processes during the various phases of stellar evolution [1,2]. In the field of nuclear technology, a renewed interest in nuclear energy production has triggered studies aimed at developing future generation systems that would address major safety, proliferation and waste concerns. For these applications the available nuclear data of many nuclides are not sufficiently accurate and sometimes even lacking. In order to improve the evaluated neutron cross-section libraries such as ENDF/B, JEFF and JENDL [4], accurate measurements attainable at advanced neutron sources are of crucial importance. Based on these motivations the neutron time-of-flight facility n_TOF has been constructed at CERN, Geneva. At the end of 2008 the n_TOF facility resumed operation after a three-year shutdown for upgrading the spallation target.

The n_TOF facility and Phase 2 upgrades

The idea of a new neutron time-of-flight facility at CERN was proposed by C. Rubbia in 1998 [5] as a follow up of the TARC experiment, which had been conducted at CERN before. After the first commissioning phase in 2001, the facility had become fully operational with the start of the scientific program in May 2002. The first measurement campaign (n_TOF Phase 1) lasted until the end of 2004, when the facility was stopped due to an unexpected radioactivity increase in the filters of the cooling station [6], indicating a degradation of the spallation target. In n_TOF Phase 1, neutrons were produced by spallation reactions induced by a pulsed, 10 ns wide, 20 GeV/c proton beam with up to $7 \times 10^{12}$ protons per pulse, impinging on a 80x80x60 cm$^3$ lead target, surrounded by a water layer of 5 cm acting both as coolant and moderator of the spectrum. In 2008, the lead target has been substituted and new cooling and ventilation systems were installed.

The n_TOF neutron energy spectrum spans over nine orders of magnitude, from thermal energy up to approximately 1 GeV [7]. Together with the wide energy range, other important characteristics of the n_TOF facility are the very high instantaneous flux in the experimental area (around $10^6$ neutrons/pulse), which makes the facility particularly suited for cross-section measurements on radioactive isotopes, while the very low duty cycle (0.5 Hz) eliminates the problem of bunch wrap around. An evacuated neutron beam line leads to the experimental area located at 187 m from the lead target, which allows one to reach a high resolution in neutron energy. Two collimators exactly define the beam profile in the measuring station, and a very low ambient background is obtained by massive iron and concrete shielding.
After a three-year long stop due to activation of the cooling water by spallation products, a new lead target was constructed and new systems according to the safety requirements for the restart of the facility were implemented. In particular, a ventilation system was installed in the primary target area and an optimized cooling system was developed to control and balance the chemical parameters of the water (in particular the oxygen content) and to reliably retain the activation products in the cooling water. An extensive study of the target corrosion mechanism has been performed to improve the long-term stability of the system.

The new lead block was shaped as a cylinder 30 cm in radius and 40 cm in length to efficiently optimize the cooling and the neutron production. The new design avoids also a problem of the previous target due to an insufficient water flow at the proton impact point. Another improvement was achieved by the separation of the target cooling and of the moderator circuit. This enables the use of different moderator materials and provides greater flexibility in choosing the characteristics of the neutron beam. Since the size of the new target and the total amount of moderator are similar compared to the previous version, the neutron flux and spectral shape in Phase 2 is expected to be very close to the one available in the first measurement campaign. This is confirmed by simulations performed with the FLUKA code [8] (see Figure 2), and by the measurements for the commissioning of the new beam [9].
larger absorption dips in the 1-100 keV neutron energy range are due to the increased aluminium thickness in the new target with respect to the old one. In order to decrease the thermal stress on the target, the size of the proton beam spot is now about 9 times larger than in the past. In this way the possibility of pitting corrosion at proton impact is reduced due to the lower energy density.

Part of the 2009 run was dedicated to the commissioning of the new spallation target, both for the analysis of the neutron beam characteristics (fluence, beam profile, resolution function) and for the analysis of the behaviour of the target, cooling and ventilation systems under the new conditions. More details on the beam characteristics could be found in another contribution to this workshop [9].

The experimental setup

The innovative characteristics of the n_TOF facility are complemented with the advanced detection and acquisition systems developed by the n_TOF Collaboration for the first measurement campaign. The neutron flux is monitored with a low mass monitor made of a 6Li deposit on a thin foil surrounded by an array of silicon detectors outside of the beam [10]. For capture measurements two different devices are typically used: two deuterated benzene (C6D6) liquid scintillator detectors and a 4π BaF2 calorimeter. The first setup is characterized by a very low neutron sensitivity, which was obtained by minimizing the detector by attaching the thin carbon fiber cans for the scintillator directly to the bare photomultiplier [11]. The second system is a total absorption calorimeter (TAC), made of 40 BaF2 crystals, which is optimized for highly radioactive and fissile isotopes, such as minor actinides. In this case the calorimetric method is used, by which the full γ-ray cascades of a neutron reaction is detected with high efficiency and complete solid angle coverage [12]. A list of capture cross-section measurements performed in n_TOF Phase 1 with both systems is given in Table 1. Fission cross-section measurements have been performed with two independent detector systems, a Fast Ionization Chamber (FIC) [13] and a stack of Parallel Plate Avalanche Counters (PPACs). The FIC consists of several parallel-plate chambers with 5 mm spacing between electrodes and is operated with a mixture of 90% Ar + 10% CF4 at 720 mbar pressure. In the PPACs fission fragments are detected in coincidence, a very efficient method for alpha particle rejection. In both detector systems 235U and 238U samples are included because these cross-sections are considered as standards in the different energy ranges. A list of fission cross-section measurement performed during the first measurement campaign is given in Table 2. Some of the results can be found in Refs. [14] and [15]. Due to stringent radioprotection requirements, the FIC detector will not be used in n_TOF Phase 2 but will be substituted by new types of detectors, described in the next section.

Table 1. Measurements of neutron capture cross-sections performed at n_TOF in the first experimental campaign. The radioactive isotopes are marked in bold to be distinguishable.

<table>
<thead>
<tr>
<th>Isotopes</th>
<th>Experimental setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>197Au, 151Sm, 204,206,207,208Pb, 209Bi, 133La, 232Th, 24,25,26Mg, 90,91,92,93,94,96Zr, 186,187,188Os</td>
<td>C6D6 – Pulse Height Weighting Technique</td>
</tr>
<tr>
<td>197Au, 233,234U, 233,234,235,236,238U</td>
<td>BaF2 – Total Absorption Calorimeter</td>
</tr>
</tbody>
</table>

Table 2. Neutron-induced fission cross-section measurements performed at n_TOF Phase 1 with the FIC and PPACs. Radioactive isotopes are indicated in bold to be distinguishable.

<table>
<thead>
<tr>
<th>Isotopes</th>
<th>Experimental setup</th>
</tr>
</thead>
<tbody>
<tr>
<td>natPb, 209Bi, 232Th, 237Np, 233,234,235,236,238U</td>
<td>PPAC – Coincidence technique</td>
</tr>
<tr>
<td>232Th, 237Np, 233,234,235,236,238U, 241,243Am, 245Cm</td>
<td>FIC – Single fragment detection</td>
</tr>
</tbody>
</table>
The commissioning run of 2009

The n_TOF program has been scheduled for $7.5 \times 10^{18}$ protons on target over the course of the 2009 run. A fraction of the allocated protons ($2.68 \times 10^{18}$ protons) has been used for the commissioning of the facility. Following the complete characterization of the neutron beam, the collaboration has initiated the approved physics program with the measurement of the $^{56}$Fe and $^{60}$Ni capture cross-sections with the C$_6$D$_6$ detectors.

During the commissioning the neutron flux has been measured with a calibrated $^{235}$U-based fission chamber from PTB Braunschweig [17], complemented with a Micromegas detector loaded with $^{10}$B and $^{235}$U samples and the standard n_TOF silicon monitor. In addition the activation technique with two gold foils has been used as well. For the neutron beam profile a Medipix detector [18] with LiF and polyethylene converters and an X-Y Micromegas detector have been used. The last one is an innovative system [19] based on the Bulk technology, capable of producing a 2D image of the neutron beam. Preliminary results are reported in [9]. From the facility point of view, particular attention has been given to the monitoring of the cooling and ventilation systems (see Figure 3). Various detectors are being used to monitor the oxygen content, the pH value and the conductivity of the cooling water, which are the critical parameters for evaluating the corrosion of the target and of the aluminum membranes. The adopted operating condition consists in running the system with a maximum dissolved O$_2$ content of 0.08 mg per liter.

![Figure 3. Picture of the n_TOF cooling station. In the foreground the four mechanical filters are visible. In the back, beyond the concrete shielding is the ion-exchange cartridge.](image)

To keep the system within this limit a degassing device has been installed, which removes the excessive O$_2$ by flushing with nitrogen. An ion-exchange cartridge is used to filter Pb and spallation products out of the cooling water. In order to comply with safety regulations, a ventilation system has been installed to continuously replace the air in the primary target area. A flow rate of about $\sim 500$ m$^3$/h is used to maintain an under pressure of 40 Pa in the 1200 m$^3$ area where the spallation target is located. Under these conditions, the released radioactivity remains safely below a limit corresponding to a dose of $\mu$Sv to the public over 1 year of operation.

Future plans

Presently the n_TOF collaboration is planning several upgrades in order to improve the characteristics of the facility.

The replacement of the light water moderator by borated water will greatly enhance the measuring capabilities by significantly reducing the present in-beam photon component. These in-beam $\gamma$-rays are produced by neutron capture in hydrogen (which give rise to 2.2 MeV photons) and by neutron capture in structural materials such as lead and iron, which produce $\gamma$-rays between 7 and 7.5 MeV. Since this photon contribution is emitted with a delay of about 1 $\mu$s after the impact of the proton pulse, it results in a background component in the
1-100 keV neutron energy range, which is particularly problematic in measurements performed with C\textsubscript{6}D\textsubscript{6} detectors. The use of borated water will reduce the 2.2 MeV photons by a factor of about 10, leaving the neutron fluence unchanged above 1 eV. This option is already in the engineering stage and it will be ready for the 2010 n_TOF run.

Another upgrade foreseen for the 2010 run is the transformation of the n_TOF experimental area into a work sector of type A, which will allow us to perform measurement of capture and fission cross-sections by using “unsealed” samples of highly radioactive isotopes, such as \(^{241}\text{Am}, \(^{243}\text{Am}\) and \(^{241}\text{Pu}\). Since substantial backgrounds from sample cannings can be avoided in this way, a whole new class of experiments will become feasible in the future. This modification, which requires a complete revision of the experimental area and of the related technical services, will start at the end of November 2009.

A longer term project concerns the possibility to construct a second experimental area located above the spallation target pit. The two main advantages over the experimental area at 200 m are the reduced prompt flash and the increased flux, by around a factor 20. The latter factor will allow reducing the mass of the samples, especially in the case of short lived, highly radioactive isotopes, for which the main problem is the cost and the availability in significant amounts. The project is under study and a technical report will be released by summer 2010.
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Abstract: After a halt of three years and following the construction of a new lead spallation target, the n_TOF facility has resumed operation in November 2008. After a short commissioning of the new target, the 2009 experimental campaign has been devoted to the full characterization of the neutron beam by means of different and independent detection systems.

The spatial profile of the neutron beam has been measured by position sensitive MicroMegas and MEDIPIX detectors, both providing a 2D profile as a function of neutron energy. The intensity and energy distribution of the neutron beam have been determined from a calibrated fission chamber from PTB with five $^{235}$U deposits, a MicroMegas detector with $^{10}$B and $^{235}$U deposits, and the n_TOF Silicon Monitor and Total Absorption Calorimeter, as well as from activation of gold foils.

The experimental data from the measurement of the beam profile and neutron fluence are presented for the first time in this work, which contains also a preliminary analysis of the data.

Introduction

The Neutron Time of Flight facility n_TOF [1] at CERN has been used since 2001 for the measurement of neutron cross sections relevant for Nuclear Technology and Astrophysics. At n_TOF neutrons are generated by spallation from a 20 GeV proton beam impinging on a lead target. The initial fast neutron spectrum is shaped into a white spectrum by means of a moderator (demineralised or borated water) preceding a neutron beam line that connects the spallation target with the experimental area where the samples are irradiated. The wide neutron energy range (10 orders of magnitude starting at thermal), the high instantaneous beam intensity ($10^6$ neutrons/pulse between thermal and 100 MeV) and the long flight path (185 m) are the main advantages of n_TOF with respect to other facilities. The combination of these with state of the art detection systems and a Data Acquisition System based on flashADC have provided in the first phase of experiments (2001-2004) a large set of high quality capture and fission cross section data.

Following the design and construction of a new spallation target [2], the n_TOF facility became operative in November 2008. The main improvements with respect to the previous lead target concern the safety and the operational flexibility, since it offers the possibility of using moderators with different thicknesses and compositions, and envisages the possibility of using a new experimental area with a flight path of 20 m in the vertical direction.

The beginning of the 2009 experimental campaign has been devoted to the full characterization of the neutron beam at the irradiation point in the experimental area. This contribution presents the measurements and the data analyses aimed at determining the spatial profile, intensity and energy distribution of the neutron beam.

Spatial profile of the neutron beam

The neutron beam is shaped along the beam line by means of two collimators placed at 135 m and 175 m from the lead target, the latter being responsible of the shape of the beam in the experimental area. The knowledge of the beam profile and its dependence with neutron energy are crucial in the capture measurements, where the samples are always smaller than the beam and where it is necessary to correct for the beam interception factor.

The beam profile has been measured by means of two position sensitive detectors, the MEDIPIX and the 2D MicroMegas (XY-MGAS):

1) The MEDIPIX [3] detector is 2.83x2.83 cm$^2$ in size and consists of 512x512 pixels on a 300 mm thick Silicon sensor. Two neutron converters have been used: $^6$Li for slow neutrons (up to 1 keV) and Polyethylene for fast neutrons. The measurements have been performed in four TOF intervals: 0.01-1 eV, 1-103 eV, 0.08-1 MeV and 0.08-200 MeV.

2) The XY-MGAS [4] detector, based on the Bulk principle, has 6x6 cm$^2$ active area containing 106x106 strips that are read using a Gasiplex card. The detection of the $\alpha$ particles, produced in a $^{10}$B converter, in two segmented pads allows reconstructing the time-of-flight and position of the neutron interaction. The measured 2D beam profile for thermal neutrons at a flight path of 183.5 m is shown in the left panel of figure 1. The vertical profile in
the right panel illustrates for two energy intervals how the beam becomes narrower with increasing neutron energy.

**Figure 1.** Results from the XY-MGAS at 183.5 m time-of-flight distance. Left: Two dimensional spatial profile of the neutron beam at thermal energies. Right: Vertical profile in two neutron energy intervals.

The analysis of data from the MEDIPIX and the XY-MGAS detectors is ongoing. The evaluated beam profile will be obtained by the combination of an analytical fit to the experimental data and the simulations of the optical transport of neutrons from the target to the irradiation point through the collimation system.

**Intensity of the neutron beam**

The accurate determination of the neutron beam intensity requires a detector of well known efficiency for detecting reactions with a well known cross section taking place in a sample of well known mass. At n_TOF we have used a multi plate fission chamber calibrated at PTB [5]. The chamber contains five highly enriched $^{235}$U samples on platinum backings and six tantalum collector plates. The uranium deposits are 76 mm in diameter with a total mass of 201.4(5) mg. The signals from the detectors were connected directly to our flash-ADC (8 bits and 100 MSamples/s) and a total of $10^{18}$ protons were allocated to the measurement. The resulting pulse height and neutron energy distributions are shown in Figure 2. The dips in the neutron energy spectrum, the largest one around 5 eV, correspond to neutron absorption in strong Ta resonances.

**Figure 2.** Pulse Height (left) and Neutron energy (right) distributions resulting from the measurement with the PTB fission chamber.
The neutron fluence per pulse is calculated from the counting rate $CR(\text{Counts/Pulse})$, the efficiency $\varepsilon(n,f)$ of the detector (95.4% for neutron from thermal up to several MeV) and the expected fission yield $Y_{\text{MCNP}}$, calculated from detailed MCNP simulations including the windows, backings and electrodes of the chamber.

The result, expressed in isolethargic units, is shown as a blue line in Figure 3. In the meV and MeV regions one can observe the thermal and evaporation peaks, respectively; while the epithermal range shows a nearly isolethargic energy dependence of the fluence.

A series of additional measurements with other detection systems have been performed in order to validate and complement the results from the PTB fission chamber. The results from such measurements are displayed as colour lines and markers in Figure 3 and are discussed in the following:

![Figure 3. Neutron fluence, in isolethargic units, resulting from the analysis of the PTB fission chamber. The complementary measurements of the fluence are also shown: MGAS, SiMon, Activation and TAC.](image)

**The Silicon Monitor (SiMon) [6]:** An assembly of 4 silicon detectors looking at a thin (300 $\mu$g/cm$^2$) $^6$Li foil is used for monitoring purposes during the neutron capture measurements at n_TOF. The corresponding neutron fluence is shown in Figure 3. The overall accuracy of the result is 6%, 5% due to the thickness of the foil and 3% from the calculation of $\varepsilon_{\text{SiMon}}$ by MC simulations.

**The monitoring Micromegas (MGAS) [7]:** A new Micromegas detector with an efficiency of 95% has been designed and constructed for on-line monitoring of the neutron beam intensity both at low ($^{10}$B sample with 35 mm diameter) and high ($^{235}$U sample with 20 mm diameter) neutron energies. The results for $^{10}$B, normalized to the $^{235}$U data at thermal, are shown in Figure 3. The accuracy of the results is 7%, which is dominated by the uncertainty in the alignment of the sample and the calculation of the beam interception factor ($\Theta_{\text{U-235}}=2$ cm, $\Theta_{\text{beam}}=3.5$ cm).

**Activation of gold foils:** A pair of gold foils with 25 $\mu$m thickness and 45 mm diameter (larger than the beam) were placed back-to-back in the neutron beam. The largest fraction (95%) of the difference in the number of $^{198}$Au produced in the two samples corresponds to neutrons with energies around the 4.9 eV resonance of gold, which saturates in the first sample. This allows one to calculate the neutron fluence around 4.9 eV with an accuracy of 10%, which is dominated by the determination of the activity of the samples.

**Saturated Resonance Method (SRM) with the TAC [8]:** The Total Absorption Calorimeter is an array of 40 BaF$_2$ crystals used for $(n,\gamma)$ measurements. The SRM has been applied using a gold sample of 45 mm diameter and 100 $\mu$m thickness. The preliminary analysis of the TAC have a large uncertainty of 15%, since it has been performed taking into account the...
efficiency of the TAC set-up used in 2004. A more accurate value will follow after the detailed Monte Carlo simulation of the correct geometry used in 2009. Assuming the detection efficiency calculated for the TAC set-up in 2004 and taking into account that the detector geometry has changed, the accuracy of the result is 15%. This can be improved by means of dedicated MC simulations.

The results from the PTB chamber are shown only below and above the resonance region, where the analysis is still to be improved. The data from MGAS and SiMon are shown up to an energy of 200 keV, above which the results are affected by the prompt gamma-flash for SiMon and the proton recoil from the neutron elastic scattering with the hydrogen contained in the gas filling for MGAS.

**Table 1. Summary of accuracies in the measurements of the neutron fluence and comparison with respect to the PTB fission chamber.**

<table>
<thead>
<tr>
<th></th>
<th>PTB</th>
<th>SiMon</th>
<th>MGAS</th>
<th>Activation</th>
<th>TAC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average Ratio over PTB</td>
<td>1.0</td>
<td>0.96</td>
<td>1.03</td>
<td>1.04</td>
<td>0.88</td>
</tr>
<tr>
<td>Accuracy in the absolute value</td>
<td>3%</td>
<td>6%</td>
<td>7%</td>
<td>10%</td>
<td>15%</td>
</tr>
<tr>
<td>Accuracy in the energy shape</td>
<td>&lt;3%</td>
<td>&lt;3%</td>
<td>&lt;3%</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Concerning the absolute value of the neutron fluence, the different measurements are in agreement within the associated uncertainties. The intensity of the evaluated neutron fluence will be adopted from the PTB measurement below and above the resonance region. In the resonance region, which is between 1 eV and a few keV, the fluence is better determined from smooth cross sections reactions. Hence, the evaluated fluence in this region will result from the combination of the SiMon and MGAS data normalized to those of PTB below 1 eV.

The absolute value of fluence is however not required for capture measurements, which are usually normalized using the saturated resonance method (SRM) or using a well known cross section at a given energy in the sample itself, or using a well known cross section of a reference sample under identical measurement conditions. Therefore the important issue about the fluence is not the absolute value but the energy distribution of the neutron fluence. The resulting uncertainty of this distribution depends strongly on the measurement technique and is limited by the uncertainty of the used standard cross sections like $^6$Li($n$,t), $^{10}$B($n$,α) and $^{235}$U(n,f). At present we estimate the total uncertainty on the energy distribution of the flux at 3%.

**Summary and conclusions**

The n_TOF facility has resumed operation after a halt of three years. The first measurements during the 2009 campaign have aimed at the full characterization of the neutron beam in terms of spatial profile, intensity and neutron energy distribution.

The spatial beam profile has been determined as a function of neutron energy by means of the innovative MEDIPIX and XY-MGAS detectors. The analysis of the results including a simulation of the optical transport on neutrons through the beam line is to be completed.

The intensity of the neutron beam has been determined from the $^{235}$U($n$,f) reaction using a calibrated fission chamber from PTB. A series of complementary measurements with the SiMon, MGAS, TAC detectors and by activation of gold foils have confirmed the results from the PTB chamber in the full neutron energy range. The evaluated neutron fluence will be determined from a combination of the PTB measurement in the energy regions below and above the resonances, and the SiMon and MGAS data between 1 eV and a few keV. The expected accuracy of the results is 3-4% in the absolute value of the neutron fluence and better than 3% in the energy dependence, which is the important one for capture measurement after normalization.
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Abstract: The design of the European Spallation Source (ESS) is in an unprecedented dynamism since the project revival and the recent site decision. A substantial part of the design depends on radiation transport calculation. The consumption of nuclear data is imminent. The task at hand is to identify and quantify issues, as well as to identify and rule out non-issues. In this work, the demands on radiometric calculations will be outlined. The complexity of the radiation phase space will be demonstrated in terms of the broad ranges of isotopes, particle types, particle energy and temperature. Nuclear data requirements will be discussed alongside what is currently available and areas awaiting further development. Recognising the needs for advancement in the field, ESS commits to an active contributory role.

Specification of needs

The European Spallation Source (ESS) to be built in Lund (Sweden) will feature neutrons of a broad energy spectrum. Twenty two beam ports are envisaged. At each beam port the white spectrum and the pulse structure will be tuned according to the specific experimental and instrumental needs. Versatility is to be a key feature. The complexity of the radiation phase space may be outlined as follows.

A variety of isotopes

From the target to the moderator, reflector, guides, shutters, shielding and instruments, particles at different energies will collide with materials of various isotopic compositions. In addition to the isotopes first started off with, additional isotopes are produced in the form of residual nuclei. It is improbable to give an exhaustive list of isotopes involved. Suffice to say that a good coverage of the nuclide chart could be expected. Isotopes even in trace amounts deserve attention, as the reaction rate could mount due to the specific cross sections.

A variety of particle types

Protons, by the spallation process, kick off the radiation histories. Neutrons, the spallation product, dominate as the main player of the irradiation field which is in fact populated by secondaries of various other particle types (Fig. 1). This assortment of particle types is further enriched by the decay products (Fig. 2). In addition, a good gauge of residual activities is an essential element of the calculation.

A broad energy range

Fig. 3 shows the energy of newborn neutrons produced from the inelastic nuclear collisions of protons with the nuclei of some of the target materials being considered. From multi-GeV energies the calculation code will have to see these neutrons through the intermediate energy range, all the way to cold and ultra-cold energies, from the spallation target, through various components in the beam path, to the instruments. In Monte Carlo simulations this wide energy range causes vulnerability at both ends: effects from thermal motion, crystalline structure and chemical binding, as well as the lack of complete tabulated nuclear levels at low energies, and the lack of measured and evaluated data at high energies. Some aspects of the problem would require free-gas thermal treatment; other aspects would demand the more rigorous S(α,β) treatment (Fig. 4).
Figure 1. Secondary particles produced in a FLUKA 2008.3b simulation of $5 \times 10^5$ 2.5 GeV protons impinging an effectively infinite homogeneous slab: a count of various particle types.

The radiation phase space

Within the irradiation phase space, therefore, the problem spans broadly comprising points representing different combinations of energy, projectile, target and ejectile. This is more complex than a typical criticality problem. It is the coverage of this phase space which
challenges the nuclear data needs and subsequent calculations. The coverage of this phase space also explains why it is virtually impossible for a radiation transport code to be completely benchmarked.

![Figure 2. Decayed products produced in a FLUKA 2008.3b simulation of 5×10^5 2.5 GeV protons impinging an effectively infinite homogeneous slab: a count of various particle types.](image)

**Temperature range**

Further demands on the nuclear data processing arise from the temperature range. While the users of the facility will have a comfortable room temperature, the target would probably be operated at hundreds of degree Celsius, which is beyond the temperature(s) available in most data libraries.

In MCNPX2.5.0 [1], for example, except the uranium and the plutonium (which are of no special interest for ESS), most isotopes (including lead, bismuth and mercury) have neutron libraries for only 293.6 K and 300 K. For some other isotopes additional libraries at 0 K, 77.0 K, 587.2 K and 880.8 K, 3000.1 K are available. The 260-group library of FLUKA [2], on the other hand, offers cross sections at 87 K and 296 K for most isotopes, plus additional 4 K data for a few isotopes.

A heavy liquid metal (HLM), if selected to be the material of the target, will have to be operated above melting point, which is 600.6, 544.4 and 397.7 K for lead, bismuth and lead-bismuth eutectic (LBE), respectively. In fact, even higher operating temperatures are often desirable. In the moderators, on the other hand, temperatures below 14 K may be expected, depending on the choice of material (e.g. solid H_2).
Figure 3. Proton energy at the time of neutron production and neutron energy at the time of creation: a double differential plot for the inelastic nuclear collisions of protons with prospective target materials such as mercury, lead-bismuth and lead-gold. Data were obtained by intercepting the subroutine mgdraw in a FLUKA 2008.3b simulation of $5 \times 10^5$ 2.5 GeV protons.

Figure 4. Free gas versus $S(\alpha,\beta)$ thermal treatments as simulated by MCNPX2.5.0. Both simulations were started with a million 5 eV neutrons in concentric spheres of polyethylene, passing all ten statistical tests. Thermal data at 300 K was taken from the tmccs library, which provides scattering data for 1H only; 12C was still represented by the default free-gas treatment.

Calculational demands
While the above drives the nuclear data needs from one direction, additional requirements are imposed by the way the nuclear data is to be consumed for subsequent radiation transport calculations. Knowing the summed flux or averaged energy deposition would not be adequate for the ESS designers, who would need to have at their disposal microscopic quantities and quantities which are differentiated by the particle attributes happening upstream of the radiation history.
ESS is set to draw on the strength of the Monte Carlo technique to its utmost. This includes the capability for 1) analogue transport interaction-by-interaction; 2) full correlation between particles; and 3) pointwise transport. More often than not, both are violated in Monte Carlo simulations [3,4] eg. 1) energy is not conserved at the interaction level but the net flux remains unaffected when averaged over many histories; and 2) progenies from the same particle recognise neither their ancestors nor their siblings. For such studies, FLUKA flares better than MCNP [5] and MCNPX.

Specific issues

Models versus tables
Given the high energies at the upper portion of the energy spectra, the availability of tabulated reaction data ceases and therefore nuclear prediction models become indispensable. The upper limit of ENDF/BVII [6] and JEFF3.1 [7], for example, is 200 MeV. Such evaluations themselves contain model-generated data. Reliable models are pertinent. In this respect, significant contribution is expected from the IAEA Benchmark of Spallation Models. In fact, even when tabulated data do exist, models can be advantageous and preferred. As more and more reaction channels open up at higher energies, exclusive cross sections (where different channels are differentiated) become sparse; models would be required to preserve correlation and energy conservation. The role of models is not necessarily secondary, and should not be underestimated. This is particularly true for models which have been built bottom-up from microscopic principles. In some cases it is debatable whether a model needs to be benchmarked by measurements, or perhaps vice versa.

Covariance data
Uncertainty estimation is among the toughest challenges in design modelling. Now that major nuclear data evaluations do provide covariance data for some sections of some isotopes, further hurdles persist. Rigorous consumption and general applications are limited. Although there have been efforts in the context of criticality analysis, TSUNAMI [8] and SCALE [9], propagation of the covariance data to the final radiometric estimation is not in the foreseeable horizon of the major Monte Carlo transport codes. Note that the existing PERT card [1] in MCNPX does estimate, based on first and second order differential operator techniques, perturbations due to different cross section datasets, but does not estimate the uncertainty within a solo cross section dataset, which would have covariance data by its own accord.

Evaluated data and cross section libraries
A direct consequence from the complexity of the phase space is the need to consider special evaluations (eg. FENDL [10] and ADS-ENDF [11]) in addition to the major evaluations (ENDF/B, JEFF, JENDL [12], BROND [13] and CENDL [14]). While processed nuclear data are often available as ACE libraries ready for use in the MCNP and MCNPX family, the assortment of particle types shown in Fig. 1 and Fig. 2 demands solid high energy physics. Moreover, MCNP and MCNPX are non-analog and it does not honour the correlation between particles [3,4]. Note that ACE is not just a matter of formatting but also the inclusion and exclusion of selected MF-MT combinations tailored to the needs of MCNP and MCNPX, which would not be applicable to some other codes. Exotic particles aside, the amount of evaluated data for proton, deuteron, triton and $^{3}$He is drastically impoverished compared to neutrons. In ENDF/BVII, for instance, the number of materials in the corresponding sub-libraries are 48, 5, 3 and 2, respectively, compared to 393 for neutrons. This unbalance does not fulfil the needs depicted in Fig. 1 and Fig. 2. The bias, so far largely driven by military and reactor domains, is set to change in the light of escalating interests in accelerated driven system (ADS) for energy production, waste transmutation, tritium production and fusion technologies (eg. ITER [15] and IFMIF [16]). Such developments are reflected in the HINDAS initiative [17], among others.

ESS benefits from the aforementioned sister technologies, where there is a convergence of needs for experimental, evaluated and processed data at higher energies, higher temperatures and subcritical materials. ESS commits to an active contributory role. Meticulous processing of evaluated data into non-ACE libraries is underway.
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Abstract: The objective of the European-funded Ancient Charm project [1, 2] is to develop complementary neutron-based techniques for non-destructive analysis and imaging of the elemental and phase compositions of samples. Among others, the most promising technique is neutron resonance transmission radiography and tomography (NRT), coupled with neutron resonance capture imaging (NRCI). Both transmission dips and peaks in the capture spectrum can be identified with the time of flight (TOF) technique. Realistic measurement time for imaging require a neutron beam with a high intensity, which can only be realized by spallation sources.

A modular system for NRCI/NRT has been designed and installed at the Italian Neutron Experimental Station (INES) of the ISIS spallation neutron source. Its main components are a gamma detector bank and a neutron transmission detector. The gamma detector bank contains 28 YAP detectors surrounding the sample. The NRT detector head is a 10x10 array of $^6$Li-glass crystals mounted on a pitch of 2.5 mm, resulting in a 25x25 mm$^2$ active area. The analysis methods are based on the measurement of the flight times of epithermal neutrons and intensities of the resonances, and are therefore well exploited at a pulsed spallation source.

The system has been tested and commissioned partly at the time-of-flight facility GELINA and at the INES measurement station of ISIS. In this report, the assessment of the experimental set-up and some preliminary data obtained with reference samples will be reported.

NRCI and NRT are non-destructive techniques; they are useful in many fields where complete integrity of the sample is crucial. In particular, NRT can be used to test homogeneity of metallic samples and distribution of selected nuclides in solids, with possible application to the non-destructive characterisation of nuclear samples and to analysis of archaeological samples and findings.

Introduction

ANCIENT CHARM [1] is an EU-funded project aimed to the development and application of new non-destructive material analysis based on neutron techniques. Among others, ANCIENT CHARM aims to join the information given by traditional non-destructive methods based on thermal neutrons, like prompt gamma activation analysis (PGAA) and neutron diffraction (ND), with relatively new methods based on neutron resonance absorption in the epithermal region ($E_N$ up to 1 keV). A new instrumentation aimed to perform neutron radiography in the epithermal energy region has been tested at the ISIS and GELINA spallation neutron sources. This instrumentation makes use of the time-of-flight (TOF) technique available in pulsed neutron sources to measure the resonances occurring in the neutron capture cross sections that are characteristics of different isotopes, and can thus be used as a fingerprint for elemental identification. ANCIENT CHARM instrumentation conjugates two approaches to the neutron resonances analysis, the well-established neutron resonance-capture analysis (NRCA) [2] to the neutron resonance transmission (NRT).

In NRT the neutron beam transmitted through the sample is recorded as a TOF spectrum and the resonances appear as characteristic dips, whose energy position can be identified via the relation:

$$E_n = \left( \frac{72.2985L}{t + t_0} \right)^2$$
where $E_n$ is the neutron energy in meV, $L$ is the neutron flight path in meters and $t$ and $t_0$ are the time of flight and time offset in ms. An array of 10 x 10 neutron detectors arranged into a position sensitive neutron detector (PSND) allows for a 2D mapping of the sample. After neutron capture, nuclei are usually left in an excited state and it de-excites through the emission of prompt $\gamma$-ray cascades. These $\gamma$-rays are thus detected through the NRCA instrumentation, made of an array of $\gamma$-ray detectors connected to a fast electronic acquisition. The time stamp of the $\gamma$ emission is thus recorded, and the emitting nuclei are identified again via the TOF technique. In order to obtain spatial resolution with the NRCA detectors, a suitable neutron collimator with a neutron spot of about 3 mm FWHM at sample position is used. The transmission and capture measurement give a joint indication of the sample content; the higher efficiency of the $\gamma$-ray detector bank allows for the determination of trace elements in the sample, while the PSND gives a quick 2D mapping of the major components in the sample.

In this paper, we mainly concentrate on the NRT approach, the instrumentation developed for ANCIENT CHARM and some preliminary results obtained at the ISIS spallation neutron source.

The neutron resonance transmission (NRT) technique

The neutron resonance transmission technique developed in ANCIENT CHARM is based on a newly developed PSND [3] made of an array of 10 x 10 GS20 scintillator glass (6.6% total lithium of which 95% $^6$Li) pixels. These pixels are 1.8 x 1.8 x 9 mm$^3$, and they are arranged in a 2.5 mm pitch matrix, allowing for an intrinsic spatial resolution of 2.5 x 2.5 mm$^2$. Individual pixels are coupled via a 0.5 mm thick glass dispenser to a bundle of four 1 mm diameter acrylic optical fibres, which transport the light to 16 channel photomultiplier tubes. The NRT detector has been designed for epithermal neutron imaging based on the experience of an existing 100-pixel transmission detector designed for cold-neutron Bragg edge transmission on a diffractometer [4]. The most important difference is the requirement for the NRT detector to measure a broad neutron energy range, up to about 1000 eV. The design of the detector has been the subject of careful simulations of the neutron transport performed with GEANT4 code [5] aimed to study the effect of neutron scattering inside the detector and other potential background contributions. Among the different configurations studied, the configuration of choice was boron nitride frame and plastic fibre optics, for which the cross talk among adjacent pixels is kept below 1%. Analysis of the TOF shape of neutron absorption resonances has shown that 1) neutron scattering inside the detector does not induce significant distortion effects on the recorded TOF spectrum and 2) the extended thickness of the pixels, necessary to have a reasonable 25% (4%) efficiency at 10 eV (1 keV), does not induce relevant loss of timing resolution [3].

A prototype PSND has been the object of careful tests both at the INES [6] beamline at ISIS and at GELINA; the final PSND has been tested at the INES beamline in May-June 2009. The main parameters of the ISIS and GELINA beamlines are summarised in table 1.

Table 1. Parameters of the neutron sources and beamlines at ISIS and GELINA used in ANCIENT CHARM

<table>
<thead>
<tr>
<th></th>
<th>GELINA</th>
<th>ISIS (INES beamline)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average current</td>
<td>65 – 75 µA (e$^-$)</td>
<td>150 – 180 µA (p)</td>
</tr>
<tr>
<td>Neutron pulse width</td>
<td>2.5 ns</td>
<td>300 ns</td>
</tr>
<tr>
<td>Flight path length</td>
<td>49.3 m</td>
<td>23.0 m</td>
</tr>
<tr>
<td>Beam dimensions</td>
<td>45 mm (diam)</td>
<td>50 x 50 mm</td>
</tr>
<tr>
<td>Neutron flux at sample pos.</td>
<td>$10^4$ n/eV s cm$^{-2}$ at 10 eV</td>
<td>$10^5$ n/eV s cm$^{-2}$ at 10 eV</td>
</tr>
</tbody>
</table>

In Figure 1 the NRT and NRCA set-up is shown as installed at the INES beamline. The data from the PSND are recorded with the standard ISIS data acquisition electronics (DAE) allowing for a maximum time resolution of 62.5 ns, which is considered adequate for NRT applications at ISIS. Tests have also been conducted for a limited number of channels with a 10 ns fast digitizer CAEN 1728B, that had already given good results at GELINA [7].
NRT analysis

The physical quantity measured in NRT is the sample transmission factor:

\[ T_{\text{exp}} = \frac{C_{\text{in}}}{C_{\text{out}}} \equiv e^{-\sum n \sigma_{\text{tot}}} \]

where \( C_{\text{in}}, C_{\text{out}} \) are the sample transmission spectrum and neutron flux, \( n_X \) is the equivalent thickness and \( \sigma_{\text{tot}} \) the total neutron cross-section of the X isotope. In order to obtain the sample transmission factor from raw TOF spectra, a careful background subtraction is necessary. Possible sources of background are the spallation target itself, neutron scattering and \( \gamma \)-ray emission after neutron absorption in the sample, along the beamline and in the sample tank walls. Background assessment is fundamental in NRT for a correct quantitative analysis, especially in the conditions of the ISIS spallation neutron source. Indeed, while the GELINA facility offers an intrinsic better resolution and lower background, the ISIS facility allows for a very high neutron flux (up to about \( 10^9 \) neutrons/s cm\(^2\) in the lower energy region), but this is paid off with a higher background. Theory and details of background subtraction are given in reference [8]; here we just present the basic outlines of the procedure. In order to define background level at selected time positions in the spectra, we used filters made of elements that show "black resonances" in the suitable energy range. A black resonance is a neutron absorption resonance very sharp and intense, so that neutron absorption at the resonance central energy is about 100%. Ideal black resonance filters should have a high contrast ratio, i.e. have a very intense resonance and negligible off-resonance cross-sections. Real filters have a finite scattering cross-section, both in- and off-
resonance, and they constitute a source of background. As a consequence, filters should be positioned as far as possible from the transmission detector. While at GELINA the usual set-up allows for the positioning of the filters at about 20 m from the detector, at the INES beamline, they were positioned only 2 meters away. Detailed analysis of the background components in the case of heavily scattering filters like bismuth will be the subject of future publications.

The elements used as black resonances during ISIS measurements are shown in table 2. A 0.5 mm cadmium filter was used as a fixed filter, in order to provide a flat fixed level for flux normalisation and in order to reduce activation of samples due to thermal neutron absorption.

<table>
<thead>
<tr>
<th>Element</th>
<th>BR energy (eV)</th>
<th>BR time of flight position at INES beamline (μs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi</td>
<td>800</td>
<td>59</td>
</tr>
<tr>
<td>Co</td>
<td>132</td>
<td>150</td>
</tr>
<tr>
<td>W</td>
<td>19</td>
<td>390</td>
</tr>
<tr>
<td>Ag</td>
<td>5</td>
<td>750</td>
</tr>
<tr>
<td>Cd</td>
<td>0.5</td>
<td>3000</td>
</tr>
</tbody>
</table>

The count rate at the time position of a black resonance defines the background level at this time. In other words, any event detected at that time comes from neutron or gamma background sources, because any neutron of the beam with the resonance energy would be absorbed in the filter. The background points are then fitted with a suitable function in order to obtain the best estimation of the background along the whole TOF spectrum (see Figure 2). The function used for interpolation was:

\[ B(t) = a + be^{-ct} + de^{-ft} + gt^h \]

where \( t \) is the TOF position. This function is based on the experience and was revealed adequate for both GELINA and ISIS.

Due to the fact that samples can be in themselves a background source, background estimation has to be provided for both sample-in and sample-out spectra. The experimental transmission factor is thus obtained as:

\[ T_{exp}(t) = N \frac{S_{in}(t) - B_{in}(t)}{S_{out}(t) - B_{out}(t)} \]

where \( S_{in, out} \) are the signal obtained from the sample-in and sample-out (the latter defining the neutron flux), and \( B_{in, out} \) are the background levels in the two cases. \( N \) is a normalisation constant accounting for the intensity of the incident neutron beam in the sample-in and –out runs. Because the filters themselves have a small but finite influence on the background, the background level estimated with black resonances has to be adjusted for the “no-filters” case; this can be done with the help of the cadmium, which is used as a fixed filter. The previous operation can be made quicker with the use of the spectra manipulation code AGS [9], that also allows for the dead-time correction [10] and normalisation of the experimental spectra. In figure 3 the transmission factor obtained from the same data shown in figure 2 is presented.
Figure 2. Background assessment for NRT measurements at ISIS. Top: a 8-mm thick pure Cu sample-in TOF spectrum with black resonances filters: the black dots show the level of the background over the black resonances, and the dotted line is the interpolation that gives the background estimation. Bottom: the estimated background for sample-in (dashed line) is obtained rescaling the estimated filters background with the sample-in without filters.

Figure 3. Transmission factor of a 8 mm thick Cu sample obtained from the same data presented in figure 2, in the time region 20000 to 120000 ns (corresponding approximately to the energy interval 100 eV to 1200 eV). The dips visible in the spectrum correspond to the most intense Cu absorption resonances.

The NRT spectra analysis is conducted with the help of the REFIT analysis code [11]. REFIT is an analysis code for simulation of nuclear resonance parameters and optimisation with experimental data. It calculates the nuclear cross-sections based on the available resonance parameters, on Doppler broadening and on a Monte Carlo simulated resolution function; the resulting spectra are then compared with experimental data and optimized via a chi-square minimisation procedure. A new version of the REFIT code is being developed.
within the ANCIENT CHARM project: this new version (CHARMFIT) will be characterised by a simplified approach, in which only the relevant parameter for composition analysis, i. e. the isotopic concentration, is fitted to the experimental data. As an example of application, the results of CHARMFIT data fitting to NRT spectra from a reference copper alloy standard BCR-691. The agreement between certified elemental concentrations in the standard and CHARMFIT estimation has to be considered very good. Moreover, the presence of trace elements like silver has been determined, having concentration of the order of some ppm.

**Table 3. certified and estimated concentration of selected elements in a reference copper alloy.**

<table>
<thead>
<tr>
<th>Element</th>
<th>Certified %wt</th>
<th>Estimated %wt</th>
</tr>
</thead>
<tbody>
<tr>
<td>As</td>
<td>0.194</td>
<td>0.20</td>
</tr>
<tr>
<td>Sn</td>
<td>7.2</td>
<td>7.65</td>
</tr>
<tr>
<td>Zn</td>
<td>6.02</td>
<td>6.97</td>
</tr>
<tr>
<td>Sb</td>
<td>0.5</td>
<td>0.45</td>
</tr>
<tr>
<td>Mn</td>
<td>0.2</td>
<td>0.21</td>
</tr>
<tr>
<td>Ag</td>
<td>-</td>
<td>12e-3</td>
</tr>
</tbody>
</table>

**NRT 2D mapping**
The PSND developed for ANCIENT CHARM offers the possibility of obtaining quick (within few minutes at ISIS running power) 2D maps of the isotopic composition of the investigated sample. 2D maps at different angles and positions can be obtained with the use of the sample movement system and then combined via reconstruction algorithms in a 3D tomographic image. As underlined in reference [3] these images give complementary information to standard neutron tomography and prompt gamma activation imaging (PGAI). Tests conducted at ISIS have shown that the images obtained from thin samples achieve an intrinsic spatial resolution of about 2.5 mm [12], and are not limited by divergence of the neutron beam (resolution can be degraded by neutron scattering inside the sample if the equivalent scattering thickness is longer than some scattering lengths). An example of 2D images obtained at ISIS with PSND an ancient belt mount from Hungarian National Museum (Budapest) is shown in figure 4, along with an image of its silver inlaying obtained at ISIS with the PSND. This image is based on the intensity of the 5 eV Ag resonance and gives a semi-quantitative indication of the concentration of silver in object.

![Figure 4. Left: an ancient “gegenbeschlag” belt mount from the National Hungarian Museum, with glass and metal inlaying. Right: silver concentration into the inlaying.](image)

**Conclusions**
In this paper we have presented the NRT technique that is being developed at ISIS and GELINA pulsed neutron sources within the ANCIENT CHARM project. Despite the project is mainly aimed to the application of neutron-based techniques to the analysis of archaeological objects and artefacts, NRT technique can be proposed for different applications like for instance nuclear target characterisation complementary to Rutherford backscattering and
particle-induced X-ray emission. NRT offers many advantages: it is nondestructive, no sample preparation is needed and produces a negligible residual activation in the sample (especially with the use of Cd filters). Moreover, it quickly provides isotope-resolved images of the sample, which can be used for estimation of homogeneity of nuclear samples. For instance, multivariate statistical analysis methods are available in literature [13] to determine homogeneity and correlation between two or more elements into samples distribution maps [14].
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Abstract: Neutron resonance-capture analysis (NRCA), as a method to determine bulk elemental compositions of objects, will be discussed and elucidated with the aid of examples from studies of ancient copper-alloy objects. NRCA is non-destructive and does not require treatment of objects and therefore it is very suitable for research of precious ancient artifacts.

Introduction

There are three closely related analytical methods to determine elemental compositions of materials and objects, which are based on different aspects of the neutron-capture process. These aspects are: i) the activation induced by neutron capture, ii) the prompt gamma radiation emitted during the capture process, and iii) neutron resonance peaks occurring in the capture cross-section as a function of neutron energy. From the physics point of view this is the reversed order of presenting these aspects, but it represents the chronological order in which these analytical methods have been developed. Neutron activation analysis (NAA) is based on the induced activation and is developed as soon as intense low-energy neutron sources from research reactors became available. Now-a-days NAA is based on recognizing gamma emission lines with the aid of high resolution Ge-detectors. Thereafter prompt gamma-ray activation analysis (PGAA), based on recognizing elements by detecting suitable gamma transitions in the capture process, is developed; again using Ge-detectors. The latest, fairly recently developed method is based on observing neutron resonances in the absorption process as a function of neutron energy. This can be done readily with the aid of a time-of-flight system using a pulsed neutron source and a detector that signals capture events. For that purpose a large scintillation detector, not necessarily with a good energy resolution, can be used, however good timing properties are paramount.

Clearly these three analytical methods have different experimental aspects. They should not be considered as competing, but rather as complementary methods. In this paper the third method, neutron resonance capture analysis (NRCA) will be discussed as it has been developed at the pulsed neutron source of the GELINA facility of the EC-JRC Institute for Reference Materials and Measurements (IRMM) in Geel (B) as a joined project with the Delft University of Technology in the Netherlands. In the course of this paper the application of NRCA for ancient bronze objects will be discussed. These objects have often very irregular shapes, which has consequences for the manner the analysis is carried out.

Other applications have been explored at IRMM in the nuclear field and reference materials.

Some aspects of NRCA experiments at GELINA

Time-of-flight (TOF) systems at the GELINA facility with flight-path lengths of 12.8 and 28.3 m, for most experiments equipped with two C²D₆-detectors, are available for NRCA studies of ancient objects, recently as part of the Ancient Charm project. C²D₆-detectors have excellent timing properties. In addition they have the advantage of being insensitive to neutrons, which is important since neutrons are also scattered from an object placed in the beam and there might be a neutron background from other experiments. The energy resolution of these detectors is rather poor, but this is not a problem since their only purpose is to signal capture events. Together with the machine pulse as start signal the TOF of each capture event can be determined. However, it is important to suppress low-energy neutrons from earlier machine pulses. This requires a so-called overlap filter placed in the beam to cut away neutrons with very low energies. For this purpose either a sheet of Cd or a disk containing ¹⁰B are used. Cd has the advantage of a sharp cut-off at about 0.5 eV, but as disadvantage that it produces some dips in the TOF spectrum due to Cd resonances. The
removal of thermal neutrons from the beam by the overlap filter has the additional advantage that activation of objects is very much reduced. Thermal neutrons are not of interest for NRCA. In addition another filter (Bi, Pb or S) is inserted into the beam to reduce the Bremsstrahlung flash from the 150 MV electron accelerator of the GELINA facility to reach the gamma detector, which should otherwise be overloaded for several µs after each machine burst. Bremsstrahlung, produced by stopping electrons from the accelerator in a uranium target, generates bursts of neutrons by photonuclear reactions in the same target. More details of the GELINA facility can be found in ref. [1].

The TOF data can be transferred into an energy spectrum using the following expression for the neutron energy $E$:

$$E = \frac{1}{2} m \left( \frac{L}{t} \right)^2.$$  

$L$ is the length of the flight path, $m$ is the neutron mass, and $t$ is the time-of-flight. This non-relativistic expression is valid for the low-energy neutrons used in NRCA. Elements are recognized on the basis of energies of one or more of their neutron resonances. Figure 1 shows an example of a neutron resonance spectrum obtained with a bronze artifact, the so-called Buggenum sword from the Bronze Age period. Resonances are broadened by the Doppler-effect and by the resolution function of the TOF-system.

![Figure 1. Time-of-flight data obtained with the Buggenum sword (on loan from the National Museum of Antiquities in Leiden-NL) plotted versus neutron energy.](image)

The amount of an element can be deduced from the areas of one or more resonance peaks. For a sample of thickness $D$, area $O$, and number density $N$ of an element the number of capture events $N_c$ observed in a resonance can be written as:

$$N_c = O N D \cdot \Phi(E_0) \cdot \varepsilon_c \cdot a A F. \quad (2)$$

The factor, $OND$, relates to the sample size, $\Phi(E_0)$ is the neutron fluence at the central energy of the resonance, $\varepsilon_c$ is the efficiency for detecting capture events through the prompt gamma radiation including the solid angle of the sample-detector system. The last factor, $aA_F$, concerns the isotope abundance $a$, the area $A$ of the resonance capture cross-section, and $F$ a factor, that takes into account the reduction of the neutron flux during penetration of the sample. With eq.2 it is possible to derive the number density $N$ of an element from the experimental number of counts in a resonance if the fluence is monitored, the sample size and the detection efficiency are known, and if $A_F$ can be calculated on the basis of resonance parameters. In the practice of analyzing neutron cross-section data at IRMM the REFIT program developed by Moxon is used. [2] This program is based on a complete description of the experimental set-up considering samples of simple shapes.

Archaeological objects have often very irregular shapes and complicated elemental mixtures making the use of REFIT, certainly for the non-expert, difficult for determining elemental quantities. In addition neutron resonance parameters are often not known, or not sufficiently
well. Therefore it is preferred to use calibration samples and to derive ratios of elements instead of absolute amounts. The weight ratio $W_X/W_Y$ of two elements $X$ and $Y$ is given by:

\[
\left\{ \frac{W_X}{W_Y} \right\}_\text{obj} = K^{\text{cal}} \frac{F_\mu}{F_\lambda} \frac{N_\mu(X)}{N_\lambda(Y)}.
\]  (3)

$K^{\text{cal}}_{\mu,\lambda}$ is a calibration factor and $\mu$ and $\lambda$ denote resonances of the elements $X$ and $Y$ respectively. The $F$-factor, also known as self-shielding factor, is given by:

\[
F = \frac{\int \phi(E) \left( 1 - \exp \left( -n_X D \sigma_{\text{tot}}(E) dE \right) \right) dE}{\int \phi(E) n_X D \sigma_{\text{tot}}(E) dE}.
\]  (4)

It depends on the Doppler-broadened total neutron cross-section $\sigma_{\text{tot}}^D(E)$ and the energy dependence $\phi(E)$ of the flux over the integration range. Figure 2 shows the self-shielding factors for a number of copper resonances as a function of copper weight per unit area.

![Figure 2. Self-shielding factors for some copper resonances.](image)

In fact Eq.(3) contains a double ratio of the count rates of the object and calibration sample for two resonances of two elements, and a correction factor also as a double ratio of self-shielding factors. That is:

\[
\left\{ \frac{W_\mu}{W_\lambda} \right\}_\text{obj} = \left( \frac{N_\mu}{N_\lambda} \right)_\text{obj} \left( \frac{N_\mu}{N_\lambda} \right)_\text{cal} \left( \frac{F_\mu}{F_\lambda} \right)_\text{obj} \left( \frac{F_\lambda}{F_\mu} \right)_\text{cal} \left\{ \frac{W_\mu}{W_\lambda} \right\}_\text{cal}.
\]  (5)

It is clear that in this approach the detection efficiencies and the energy dependences of the flux, cancel out to a high degree if calibration runs are carried out under the same conditions as the actual measurements. The penalty is that ratios of elements are obtained instead of absolute amounts of the elements. However, if it can be assumed that all elements have been recognized in an object (except may be a few very weak ones) the ratios can be converted into fractions of the elemental composition.

There is still another aspect, which has to be considered with care if one wants to obtain accurate values of weight ratios, especially in the case of thick samples. That concerns that there are events consisting of scattering followed by capture. The scattering cross-section might be potential scattering or resonance scattering. In fact it may become even more complicated due to interference between the two scattering modes and due to multiple scattering. In each scattering event the neutron will lose some of its energy as nuclear recoil energy $E_{\text{rec}}$:

\[
E_{\text{rec}} = E \frac{2mM}{(M + m)^2} (1 - \cos \theta),
\]  (6)
$M$ is the mass of the recoiling nucleus and $\theta$ is the scattering angle in the centre-of-mass coordinate system. As a consequence a resonance has an additional structure at its high-energy side. An example is shown in figure 3 for the 230-eV resonance of copper with a scatter-capture (SC) structure due to potential scattering and capture by this resonance. The background and SC-structure are parameterized and thereafter subtracted to get the capture resonance peak. The peak area is obtained by summing channel contents of this peak over a wide enough range. The size of this structure depends on the thickness of the sample. For low-energy resonances the overlap of a capture peak and its SC-structure is large and thus they are more difficult to separate. In such cases simulations become important to estimate the SC-structure underneath a resonance peak. In case of closely lying resonances it becomes necessary to use a fitting algorithm instead of the simple approach sketched above for the 230-eV Cu-resonance.

![Graph showing the 230-eV Cu-resonance with SC-structure and dead-time corrected data](image)

**Figure 3.** The 230-eV Cu-resonance (open dots) obtained with a 14 mm thick flat axe made from native copper (on loan from Kockelmann). The parameterized background and scatter-capture structure are subtracted (black dots) providing the peak used for the analysis.

**Examples of NRCA research**

In the course of several years different kinds of ancient objects made from copper alloys have been studied at the GELINA facility: i) Etruscan statuettes, ii) prehistoric axes of various shapes, notably Geistingen socketed axes, iii) Swords and daggers from the Bronze Age, iv) a Roman tabula and four Roman water taps. Most of these objects have irregular shapes making it difficult to estimate self-shielding factors on the basis of their dimensions.

**Etruscan Statuettes**

The National Museum of Antiquities (NMA) in Leiden (NL) owns a collection of Etruscan statuettes, which was assembled by Count Corazzi of Cortona (Italy) in the 18th century. Some of these statuettes were recently suspected not to be genuine Etruscan objects, but produced in later times probably from the 16th century or later. The elemental compositions of eleven statuettes of this collection and another statuette, offered to the NMA as an ancient statuette, were determined at GELINA. All studied statuettes from the Corazzi collection are tin bronzes, but five of them contain considerable amounts of zinc.

**Table 1. Elemental compositions of some bronze artifacts**

<table>
<thead>
<tr>
<th>element</th>
<th>“Nijmegen” Roman water tap</th>
<th>Etruscan OC68 (fake)</th>
<th>Geistingen socketed axe (1938/X4)</th>
<th>Jutphaas sword (tip)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cu</td>
<td>73.56</td>
<td>81.05</td>
<td>94.30</td>
<td>86.07</td>
</tr>
<tr>
<td>Sn</td>
<td>8.19</td>
<td>5.81</td>
<td>0.063</td>
<td>13.39</td>
</tr>
<tr>
<td>Sb</td>
<td>0.117</td>
<td>0.243</td>
<td>1.63</td>
<td>0.114</td>
</tr>
<tr>
<td>As</td>
<td>0.055</td>
<td>0.182</td>
<td>0.67</td>
<td>0.226</td>
</tr>
<tr>
<td>Ag</td>
<td>0.053</td>
<td>0.21</td>
<td>0.54</td>
<td>0.0124</td>
</tr>
<tr>
<td>In</td>
<td>--</td>
<td>--</td>
<td>0.0005</td>
<td>0.0028</td>
</tr>
<tr>
<td>Zn</td>
<td>0.883</td>
<td>5.57</td>
<td>--</td>
<td>0.153</td>
</tr>
<tr>
<td>Co</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.033</td>
</tr>
<tr>
<td>Pb</td>
<td>15.6</td>
<td>6.7</td>
<td>--</td>
<td>--</td>
</tr>
</tbody>
</table>
With the copper smelting techniques in Etruscan times (7th to 2nd century BC) it is not possible that large amounts of zinc will dissolve in copper even if the used minerals contain zinc in considerable quantities. The reason is that at the smelting temperature of the copper zinc has a vapor pressure above atmospheric pressure. Hence it will evaporate during the smelting procedure in furnaces used by the Etruscans. At most small amounts of zinc, of order of a fraction of 1%, may dissolve in copper. This is shown in a large study carried out by Craddock of artifacts from the Etruscans and from neighboring regions. The five statuettes with considerable amounts of zinc are therefore believed not to be from Etruscan origin. [3] The composition of one of the Etruscan statuettes is quoted in table 1. The privately owned statuette offered to the NMA turned out to contain 26% of zinc; that is, it is a brass. With other minor elements it may be relatively old, but it is certainly not Etruscan. The Romans developed a technique (the cementation method) from about the 1st century BC to make brass with that amount of zinc.

Roman water taps
For copper-tin alloys it is possible to analyze several pairs of resonances. With four Cu-resonances and three Sn-resonances, 12 pair of resonances of Cu and Sn can be studied, giving 12 values for the Sn/Cu weight ratio. For thick objects like the Roman water taps these ratios are quite different without self-shielding corrections. By varying the effective thickness it is possible to equalize these ratios as is shown for the “Nijmegen” tap in figure 4 and it is thought that this provides the proper Sn/Cu weight ratio. [4] The effective thickness as expressed in gramCu/cm$^2$ is in fair agreement with the wall thickness of this water tap. In addition other elements are determined for this object; see table 1. All four Roman water taps contain lead, which can be detected by NRCA if Pb/Cu ratios are larger than about 1%. The sensitivity is limited due to the fact that lead has no low-energy resonances. Apparently Romans used leaded tin-bronzes for water taps for technical reasons.

Geistingen socketed axes
Socketed axes are the latest development of bronze axes at the end of the Bronze Age period. One kind socketed axes named after the town Geistingen on the Meuse river are extremely thin-walled, and certainly not suitable for cutting. They may be ceremonial or status objects. Although they look very similar, they have rather different compositions. [5] This may have something to do with the fact that metal trade has become difficult at the end of the Bronze Age period and the start of the Iron Age.

Swords
Two bronze swords on loan from NMA are studied as part of the Ancient charm project. They are known as the Buggenum and Jutphaas swords named after towns in the Netherlands where they have been excavated. They are both from the middle to late Bronze Age and are
apparently ceremonial or status objects. Both are tin-bronzes with minor elements As, Sb and Ag, which are always found in prehistoric bronze objects; see table 1. In addition both contain cobalt and indium as trace elements. Cobalt is observed quite often in prehistoric objects, but indium is not reported in archeological objects from Europe. However, it occurs in about half of all objects studied by NRCA. The largest amount, ≈ 100 ppm, so far observed by us, occurs in the Buggenum sword. Indium is observed on the basis of its 1.457 eV resonance. It is an example of the usefulness of the high sensitivity of NRCA for resonances in the few-eV region. The mineralogical origin of indium is still a question requiring further studies. It may have something to do with early mining activities in Europe and the use of certain ores.

Concluding remarks

Nearly all of the medium and heavy weight elements and some of the light nuclei (Na, Al, Cl) can be observed with NRCA. However, sensitivities to detect elements depend strongly on the occurrence of low-energy resonances. That is, elements like Ag, Sb, In and others with few-eV resonances can be detected down to a few ppm. Elements like Ni and Pb with resonances of a few keV can only be detected if they occur in the order of 1% or higher. Because of these differences in sensitivity it is of interest to consider complementary methods like PGNAA, which has a better sensitivity for light elements, or neutron transmission, which is explored in the Ancient Charm collaboration. So far analyses of resonance spectra is based on a double ratio method using calibration samples for comparison. For more detailed analysis methods it is necessary to have better data concerning resonance parameters. For instance for $^{63,65}$Cu, $^{75}$As and $^{157}$Gd to mention a few.

The low activation of objects during NRCA runs is a big advantage. A short waiting time (normally less than one day) is sufficient to return an object to its owner.
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Abstract: The 58 MW high flux reactor of Institut Laue Langevin in Grenoble provides slow neutrons for about 40 different instruments. Some of these instruments are used for nuclear data measurements. The recoil separator LOHENGRIN separates by mass and kinetic energy the fission fragments that are produced by thermal neutron induced fission of various actinide targets in a flux of $5 \times 10^{14}$ cm$^{-2}$s$^{-1}$. Similarly the crystal spectrometers GAMS analyze with extremely high resolution (down to few eV) prompt or delayed gamma rays produced in thermal neutron capture on samples placed in an in-pile position with a neutron flux of $4 \times 10^{14}$ cm$^{-2}$s$^{-1}$. The high flux irradiation position V4 with a thermal neutron flux of $1.5 \times 10^{15}$ cm$^{-2}$s$^{-1}$ can be used for cross-section measurements and transmutation experiments. Other instruments use extracted neutron beams with neutron energies ranging from few eV to about 1 eV. These beams can either be used as white beams reaching a capture flux up to $2 \times 10^{10}$ cm$^{-2}$s$^{-1}$ over areas as large as 100 cm$^2$ or as monochromatic beams with the additional options of neutron spin polarization up to >99% and neutron beam chopping for time-of-flight measurements.

Introduction

Institut Laue Langevin in Grenoble hosts about forty instruments that are served with neutrons by a 58 MW high flux reactor. Most of these instruments use extracted neutron beams for neutron scattering applications. However, some instruments allow performing nuclear data measurements with slow neutrons, either at in-pile positions with neutron fluxes up to $1.5 \times 10^{15}$ cm$^{-2}$s$^{-1}$ or with extracted neutron beams reaching a capture flux up to $2 \times 10^{10}$ cm$^{-2}$s$^{-1}$. In the following, typical applications of ILL instruments for nuclear data measurements are discussed. This covers nuclear data in a wide sense: cross-sections, branching ratios, half-lives, fission product properties, gamma-ray energies, binding energies, scattering lengths, etc. Other ILL instruments that could become useful for future nuclear data measurements as well are presented.

The fission fragment separator LOHENGRIN

The recoil separator LOHENGRIN [1] at ILL provides mass- and energy-separated fission fragment beams. A fissile or fertile actinide target is placed in an in-pile position at a thermal neutron flux of $5.5 \times 10^{14}$ cm$^{-2}$s$^{-1}$, see Fig. 1. The fission products are emitted into 4π solid angle. When leaving the target with kinetic energies of typically 0.3 to 1.3 MeV per nucleon, several electrons are stripped off and the ions acquire an average equilibrium charge state between 18+ and 25+. Ions emitted into a small solid angle of about $3 \times 10^{-5}$ sterad reach, after 8 m flight through an evacuated beam tube, a 45° dipole magnet that will deflect and analyze them according to their momentum over ionic charge ratio. Subsequently the ions are deflected vertically by a 35.5° cylindrical condensator. This electrostatic deflector performs an analysis according to kinetic energy over ionic charge. The combination of both magnetic and electric fields results in a separation according to mass over ionic charge and a separation according to kinetic energy in perpendicular direction. For a usual target size of 7x0.5 cm$^2$ the mass resolving power is 600 and the energy resolution about 1%. If needed, both values can be further improved by using smaller targets.
Fission yield measurements

Yields and kinetic energy distributions of fission fragments are determined by scanning mass by mass the distributions in ionic charge state and kinetic energy and counting the ions in the focal plane. The mass yields are readily obtained by integrating over ionic charge and kinetic energy. For light elements (Z<40) an ionization chamber with split anode allows identifying isobars by their specific energy loss. Thus, isotopic yields of light binary and of ternary fission fragments are directly measured by ion counting.

Fission yields and kinetic energy distributions of light binary fission fragments were determined at LOHENGRIN for $^{229}$Th(n,f) [2], $^{233}$U(n,f) [3-5], $^{235}$U(n,f) [3,6-9], $^{238}$Pu(n,f) [10-12], $^{241}$Pu(n,f) [13,14], $^{242m}$Am(n,f) [15], $^{243}$Cm(n,f) [16], $^{246}$Cm(n,f) [13,14,17-19], $^{249}$Cf(n,f) [20,21], $^{251}$Cf(n,f) [22], $^{258}$Np(n,f) [23,24] and $^{242m}$Am(n,f) [12,21]. For the latter two cases the fissile nuclei were bred in-situ in the high neutron flux from fertile $^{237}$Np and $^{241}$Am targets respectively.

Yields of ternary particles were measured for thermal-neutron induced fission of $^{229}$Th [25], $^{233}$U [25,26], $^{235}$U [26,27], $^{239}$Pu [25,26], $^{241}$Pu [28], $^{242m}$Am [27,29], $^{248}$Cm [26,29], $^{249}$Cf [30,31] and $^{151}$Y [32]. Even very exotic ternary fission fragments like the halo nuclei $^1$Li and $^{14}$Be could be clearly identified with yields as low as $10^{-10}$ per fission [28].

When the ultimate energy resolution is not needed, the so-called RED (reverse energy dispersion) magnet [33] focuses up to 40 cm of the energy dispersed beam (i.e. $\Delta E/E=5.5\%$) from the focal plane onto a few cm length. This area can be surrounded by an efficient array of radiation detectors. Usually two fourfold clover Ge detectors and one coaxial Ge detector are used for gamma detection. Occasionally additional Ge detectors provided by the users are installed.

Gamma spectroscopy allows identifying isobars also for heavier elements (Z>40). Combining the electro-magnetic mass separation of LOHENGRIN with gamma spectrometry it became recently possible to measure the isotopic fission yields of heavy fragments in $^{239}$Pu(n,f) [34,35]. Similar measurements for other fission systems are planned.

Nuclear spectroscopy

Apart from fission yield measurements the mass-separated radioactive ion beams can also be used for decay spectroscopy. The setup is particularly efficient for the study of microsecond isomers. Due to the short transport time through the separator (1-2 µs) even the decay of isomeric states with half-lives down to 0.5 µs can be studied [36]. Isomers in very neutron-rich isotopes (e.g. in $^{138}$Sb with N/Z = 1.67 [36]) and with excitation energies up to 6.6 MeV (17$^+$ isomer in $^{98}$Zr [37]) have been studied. A review of some LOHENGRIN experiments on microsecond isomers can be found in ref. [38,39].

For conversion electron spectroscopy a LN$_2$ cooled Si detector is available and for ultrafast timing measurements several LaBr$_3$:Ce detectors. Beta-detection for beta-gamma spectroscopy is performed with plastic scintillation detectors. Beta-delayed neutrons are detected with an array of 18 $^3$He tubes embedded in a polyethylene matrix [40].

**Figure 1.** Set-up of the LOHENGRIN recoil separator.
An electrostatic beam chopper allows modulating the continuous fission fragment beam to beam-on/beam-off periods from few milli-seconds to hours. Thus longer-lived isomers and isotopes can be identified by following the grow-in and decay of the respective gamma rays. A tape system serves for removal of long-lived activity.

While fission is usually just exploited as a suitable production mechanism for providing intense beams of neutron-rich nuclei for nuclear spectroscopy, the measured isomeric ratios and their dependence on the kinetic energy of the fragments can also be used to increase our knowledge of the fission process itself [41]. Nanosecond isomers that decay before reaching the focal plane cannot be observed directly, but if they decay with a strongly converted transition they may be identified indirectly via a changed ionic charge state distribution [42, 43].

**High-resolution (n,α) and (n,p) spectroscopy**

Usually considered as fission fragment separator, LOHENGRIN is also very suitable for high-resolution spectroscopy of alphas, protons and corresponding recoil nuclei produced in (n,α) and (n,p) reactions respectively. The high neutron flux at the target position enables to breed radioactive nuclei, which in turn undergo (n,α) or (n,p) reactions. Examples are $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}(n,\alpha)$ see Fig. 2, $^{151}\text{Eu}(n,\gamma)^{152}\text{Eu}(n,p)$ or $^{151}\text{Eu}(n,\gamma)^{152}\text{Eu}(\beta)^{152}\text{Gd}(n,\gamma)^{153}\text{Gd}(n,\alpha)$. Due to the electro-magnetic separation protons and alphas do not interfere in the detector. Therefore weak proton lines are detectable even for strong (n,α) emitters.

**Figure 2.** Alpha spectrum measured with a 0.25 µm thick nickel foil with originally natural isotopic composition that had been exposed to a thermal neutron fluence of $6 \times 10^{21}$ cm$^{-2}$. Specific background lines are discussed in the text.

Compared to direct measurements at external neutron alpha or proton energies the presence of some LOHENGRIN specific background has to be considered: 6.1 MeV alphas stem from $^{242}\text{Cm}$ decay. The latter was produced by transmutation of $^{241}\text{Am}$ targets from which a small amount has been sputtered off by the fission products and deposited on the target holder. $^{10}\text{B}(n,\alpha)$ background is due to boron diaphragms in the beam tube. Also $^{6}\text{Li}(n,\alpha)$ may occur from residues of LiF that were self-sputtered on the target holder from LiF targets used to tune the spectrometer. Finally $^{40}\text{K}(n,\alpha)$ and $^{40}\text{K}(n,p)$ background occurs which is bred from traces of natural potassium (“finger prints”) on the target holder. Such background can cover weak lines that fall exactly at the same energies. Protons below 0.6 MeV cannot be detected due to background from $^{14}\text{N}(n,p)$ in the rest gas of the beam tube.

**Mini-INCA**

The Mini-INCA set-up [44] uses the LOHENGRIN target position for irradiations. The neutron energy spectrum is very well thermalized. Less than 2% of the neutrons have epithermal energies >1 eV. After activation the samples are pulled back with the target changer and placed in a shielded measurement setup that is equipped with Si and Ge detectors for high-
rate alpha- and gamma spectroscopy. A detailed discussion of the Mini-INCA set-up and its recent applications for cross-section measurements with thermal neutrons is given in ref. [45].

The large area thermal neutron beam NEUTROGRAPH

The NEUTROGRAPH beam line is placed in straight prolongation of the LOHENGRIN beam tube, see Fig. 1. This thermal neutron beam with a flux of $3 \times 10^9 \text{ cm}^{-2}\text{s}^{-1}$ and low divergence (L/D=150) over an area of $20\times20 \text{ cm}^2$ can be used for neutron radiography and neutron tomography [46]. In addition this white neutron beam is also accessible as general purpose intense thermal neutron beam, e.g. for detector tests, instrument development and short activations. Due to the direct view of the inner part of the reactor there is non-negligible background from fast neutrons (approx. 1%) and gamma rays. Therefore experiments with very sensitive detectors as e.g. \((n,\gamma)\) spectroscopy are better performed at other beam lines.

The GAMS crystal spectrometers

![GAMS crystal spectrometers](image)

Figure 3. Set-up of the GAMS crystal spectrometers for high resolution spectroscopy of capture and decay gamma-rays.

The instrument GAMS has a tangential through-going beam tube, see Fig. 3. Samples are placed in a thermal neutron flux of $5 \times 10^{14} \text{ cm}^{-2}\text{s}^{-1}$. Emitted prompt or delayed capture gamma rays are tightly collimated onto two crystal spectrometers placed at 17 and 21 m respectively from the target. After Bragg diffraction on one or two perfect Si or Ge crystals the gamma-ray intensity is monitored with a Ge detector. Scanning the angle of the diffracting crystal allows measuring with high resolution the energy of the gamma rays. The rotation angle is measured absolutely by laser interferometers providing excellent accuracy for the deduced gamma-ray energies. Therefore most reference energies that are today commonly used in gamma-ray spectroscopy are based on measurements at GAMS. Summing all measured energies of a gamma-ray cascade after thermal neutron capture allows measuring the neutron binding energy [47]. Such measurements provide precision data on nuclear masses, complementary to Penning trap measurements [48]. The flat crystal spectrometer GAMS4 [49] is presently being upgraded to GAMS6 [50] with even higher accuracy.

Not only the centre of a measured gamma-ray energy distribution carries physics information, but also its width: a detailed analysis of the Doppler broadening of the energy distribution of secondary gamma-rays allows deducing the lifetime of intermediate levels in the range of femtoseconds to picoseconds. This so-called GRID (Gamma Ray Induced Doppler
broadening) method [51] has provided important information on transition strengths; see e.g. ref. [52].

**Bent crystal spectrometer**

Flat crystal spectrometers provide the highest possible resolution, but they suffer from an intrinsically low solid angle acceptance. Therefore samples of several grams are needed and only relatively strong gamma transitions can be used for spectroscopy. An alternative are bent crystal spectrometers in DuMond geometry with a three to four orders of magnitude higher angular acceptance [53]. The GAMS5 spectrometer can be used alternatively with flat or bent crystals [54]. With bent crystals the amount of sample material can be reduced to some ten milligrams, i.e. rare, highly enriched sample material can be used for nuclear spectroscopy. While lower compared to flat crystals, the energy resolution of bent crystals still exceeds by far that of Ge detectors, in particular for low gamma-ray energies of some ten to hundred keV. At 100 keV gamma-ray energy the resolution in first order is about 30 eV, for higher diffraction orders the resolution improves proportional to the order. Depending on the energy and intensity of the line, measurements are possible till about fifth order. Thus doublets or multiplets are usually fully resolved. Due to the high energy resolution, excitation schemes can often be built solely based on the Ritz principle.

**Multi-neutron capture reactions**

Like at the LOHENGRIN target position, the neutron flux at the GAMS target position is so high that multi-neutron-capture reactions can be used to populate nuclei further from stability. Thus nuclear spectroscopy has been performed e.g. via $^{150}$Sm(n,γ)$^{151}$Sm(n,γ)$^{152}$Sm [55], via $^{169}$Tm(n,γ)$^{170}$Tm(n,γ)$^{171}$Tm [56], etc.

The capture cross-sections on intermediate unstable isotopes can be deduced from the time dependence of the intensities of the different capture and decay gamma rays. Thus, in addition to nuclear spectroscopy results new cross-sections could as well be derived from several GAMS measurements: for $^{152}$gEu(n,γ) and $^{152}$mEu(n,γ) [57], $^{193}$Os(n,γ)$^{194}$Os [58], etc.

**The PF1B intense cold neutron beam with polarization option**

PF1B is a multipurpose beam port where an intense beam of cold neutrons with a capture flux of $2\times10^{10}$ cm$^{-2}$s$^{-1}$ on a 20×6 cm$^2$ area is available. The thermal neutron energy spectrum of the reactor is shifted by down-moderation in ILL’s horizontal cold source, an in-pile vessel filled with 25 K cold liquid deuterium, towards lower neutron energies and longer wavelengths. These so-called cold neutrons are transported by a 72 m long ballistic supermirror neutron guide [59] with little losses to the experimental area while eliminating background of gamma rays or fast neutrons from the reactor completely. Remaining background of fast neutrons (approx. $10^6$ of the slow neutron flux [60]) and gamma rays is mainly generated locally by the neutron beam collimation system. The average neutron energy of the PF1B beam is 5.4 meV corresponding to a Maxwellian spectrum at 62 K. With the use of super-mirror polarizers, the PF1B neutron beam can be polarized up to 99.7%. For a fully polarized beam, the capture flux is still $3\times10^9$ cm$^{-2}$s$^{-1}$.

The most frequent application of the polarized PF1B beam is for studies of the free neutron decay. Various standard model parameters can be extracted from a precise measurement of angular distributions and correlations of the electrons and protons emitted in neutron decay, see e.g. [61]. Parity violating asymmetry was also observed in neutron-induced reactions, namely for the tritons emitted in $^6$Li(n,α) and the gamma rays emitted in $^{10}$B(n,αγ)$^7$Li reactions induced by polarized cold neutrons [62]. Surprisingly neutron polarization affects the angular distribution of ternary particles emitted in cold neutron induced fission of $^{235}$U too [63].

The unpolarized, intense cold neutron beam serves for cross-section measurements. For example the $^{39}$Ar(n,α) reaction was studied at PF1B [64]. Measurements of fission cross-sections and of yields and energy distributions of ternary fission fragments [65] at PF1B are reviewed in ref. [35]. Due to the excellent stability of the neutron beam intensity it is possible to deduce absolute cross-sections from subsequently performed relative measurements with the sample and a reference sample respectively.

The large area experimental zone (3×10×3 m$^3$) permits the installation of complex setups. Fission targets can be surrounded by an array of Ge detectors for spectroscopy of prompt and delayed gamma transitions. The discovery of nanosecond-isomers in fission fragments with such a setup is discussed in ref. [66].
While many experiments use the entire spectrum of the white neutron beam, it is also possible to select individual energies. A Dornier/Astrium velocity selector rotating at up to 28300 rpm allows selecting neutron energies from 0.02 to 13 meV with a transmission above 80% and a velocity resolution of about 10% FWHM [67].

The S18 neutron interferometer

S18 is a thermal neutron interferometer using perfect Si crystals for beam splitting and merging [68,69]. The incident neutron's wavefunction is split into a transmitted (O) and diffracted (H) component by a first Si lamella protruding out from a Si single crystal. O and H beam pass one or two different samples before being diffracted by a second Si lamella onto a third Si lamella where they are recombined. Downstream of the third Si lamella the interference count rates are monitored as function of phase difference between H and O beam. A turnable Si crystal placed between the second and third Si fin acts as phase shifter. In addition to a multitude of quantum mechanics experiments with neutrons [70], neutron interferometry allows to measure the coherent scattering length with precision. When a sample is placed in one interferometer arm, the neutron path length in the sample induces an additional phase shift that can be measured by scanning the interference pattern with the phase shifter. The measured phase shift is directly proportional to the coherent scattering length of the sample material [71]. The total scattering differential cross-section can be measured by neutron diffraction, e.g. with a hot neutron diffractometer [72]. Combined with the coherent scattering length from neutron interferometry, the incoherent scattering length is deduced.

Note that a precise knowledge of coherent scattering lengths is essential for isotopic substitution techniques in neutron scattering. Therefore such experimental results are not necessarily published in usual nuclear physics journals, but more frequently in solid state physics journals [72].

The V4 high flux irradiation position

V4 is a vertical beam tube that gives access to an irradiation position at only 15 cm distance from the reactor core. At full reactor power the neutron flux at the bottom of the tube reaches about 1.5×10^{15} cm^{-2}s^{-1} thermal neutrons, 3×10^{14} cm^{-2}s^{-1} epithermal neutrons (0.625 eV < E < 0.82 MeV) and 2×10^{13} cm^{-2}s^{-1} fast neutrons (E>0.82 MeV). An irradiation shuttle houses one or several Al capsules filled with quartz ampoules containing the sample material. Irradiations can last from few hours to many weeks. After decay for some days the irradiation shuttle is opened in a hot cell and the samples can be retrieved for nuclear spectroscopy or other investigations.

Miniature fission ionization chambers with on-line current measurement allow following the evolution of the fission rate during an irradiation over several weeks [73]. See ref. [45] for a detailed discussion of transmutation experiments with actinide samples in V4. At present V4 is being used for production of radioisotopes for medical applications [74] and for related cross-section measurements, e.g. for the reactions \(^{187}\text{W}(n,\gamma)\) and \(^{177}\text{Lu}(n,\gamma)\).

Other instruments

Most other instruments at ILL are devoted to neutron scattering. They can be classified as [75]:

a) two-axis diffractometers with one- or two-dimensional neutron detectors,

b) three-axis diffractometers with an energy analyzing crystal between sample and neutron detector to study inelastic processes,

c) time-of-flight spectrometers with a chopped neutron beam.

All these instruments use monochromatic neutron beams that are provided by Bragg diffraction on a monochromator crystal. Some monochromators focus the neutron beam horizontally and/or vertically onto the sample to increase the flux.

Hot neutrons

The beam tubes of some of these instruments are pointing at the “hot neutron source” of the ILL reactor, a thermally insulated graphite block that is heated by gamma radiation from the reactor core to about 2000 °C. Thus, the neutron spectrum is shifted towards higher energies and shorter wavelengths compared to thermal neutrons. After crystal diffraction monochromatic “hot” neutrons are available for experiments. At 0.1 eV neutron energy a flux
of $4 \times 10^7 \text{ cm}^{-2}\text{s}^{-1}$ is available, dropping to $10^6 \text{ cm}^{-2}\text{s}^{-1}$ at 1 eV. In principle one could temporarily convert such a scattering instrument for measurements of cross-sections with monochromatic hot neutron beams by placing a suitable detector downstream or besides of the sample.

**Very cold and ultracold neutrons at PF2**

Still lower neutron energies compared to PF1B are available at the PF2 beam lines. A vertical beam tube extracts neutrons from the vertical cold source. The progressive curvature of the neutron guide eliminates all neutrons but those with the lowest energies. This results in a beam of very cold neutrons with a flux of $4 \times 10^6 \text{ cm}^{-2}\text{s}^{-1}$ at 8 µeV over an area of 7×3.4 cm². Very cold neutrons (VCNs) can be “cooled” even further by collisions with a neutron turbine. The produced ultracold neutrons (UCNs) with energies between 0 and 250 neV are totally reflected under all angles from suitable surfaces (e.g. nickel, diamond-like-carbon, beryllium, etc.) and can thus be stored for several minutes in so-called neutron bottles.

A flux of $3 \times 10^4 \text{ cm}^{-2}\text{s}^{-1}$ UCNs is available over an area up to 14×10 cm². Due to the $1/\nu$ behaviour the cross-sections for VCNs and UCNs are huge, making it possible to achieve significant absorption even for very thin samples, e.g. made from rare enriched or highly radioactive isotopes. For extremely high cross-sections of several ten Mbarn even deviations from the exponential attenuation law are expected [76].

**Actinide samples**

Actinide targets can be routinely used at most ILL instruments. At instruments in the neutron guide halls actinide samples with a radiotoxicity equivalent to 20 MBq $^{239}\text{Pu}$ can be used. This corresponds to 0.3 g $^{233}\text{U}$, 1.5 g $^{235}\text{U}$, 8 mg $^{238}\text{Pu}$, 0.3 mg $^{241}\text{Pu}$, 3 mg $^{245}\text{Cm}$, 0.2 mg $^{251}\text{Cf}$, etc. Due to the high neutron flux such sample quantities are usually sufficient for most applications. Still higher activities (equivalent to 370 MBq $^{239}\text{Pu}$) can be handled at instruments situated in the reactor hall, i.e. at Neutrograph, PF2, the hot neutron instruments, etc. At LOHENGRIIN and Mini-INCA samples with activities up to 3.7 GBq activity can be used.

**Conclusion and Outlook**

The high flux reactor of ILL is equipped with several unique instruments for nuclear data measurements. LOHENGRIIN is the world-leading spectrometer for precise studies of thermal neutron induced fission. The GAMS crystal spectrometers provide on one hand excellent resolution and accuracy for the determination of absolute gamma ray energies, on the other hand they can be used to perform general nuclear spectroscopy or to measure capture cross-sections of in-situ bred isotopes.

PF1B is an intense multi-purpose cold neutron beam with polarization option. The neutron interferometer S18 allows measuring coherent scattering lengths with very high precision.

Another strong point of ILL is the availability of a multitude of external neutron beams with neutron energies ranging from few neV up to about 1 eV. Even after monochromatization by Bragg diffraction on crystals or velocity selectors, the neutron fluxes are sufficiently high for most types of cross-section measurements. There is large potential to use such neutron beams of different energies for solving discrepancies of previous cross-section measurements that might be caused by low-lying resonances or measurements in an imperfect Maxwellian neutron spectrum.

ILL provides not only neutron beams, but also the infrastructure for the sample environment. For example superconducting split pole magnets up to 15 T and cryostats with $^3\text{He}/^4\text{He}$ dilution inserts reaching temperatures as low as 15 mK are available. Embedding sample atoms into a ferromagnetic host or exposing them to a very high magnetic field allows reaching high degrees of nuclear orientation at low temperatures (Low Temperature Nuclear Orientation). Combining such oriented samples with polarized neutron beams provides full control of the spin distribution in the entrance channel and thus enables the unambiguous assignment of spins and parities in the exit channels. This technique has already been applied for many different neutron-capture reactions, mainly by Hans Postma and coworkers in the 60ties and 70ties, see e.g. ref. [77]. If needed, it could be revived relatively easily at ILL to perform complementary measurements of other specific cases.

Many possible applications of ILL instruments have been presented. It should be reminded that ILL is a user facility. Thus, the physics performed on these instruments depends on the
experiments proposed by the user community. You are very welcome to propose experiments similar to those presented above or even completely different ones if they can profit of the ILL instruments’ characteristics.
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Abstract: This paper describes the facilities for generating slow neutron fields at the National Physical Laboratory, and the types of measurement that can be carried out in these fields.
The principal facility is a thermal pile consisting of a large graphite block shielded with an outer layer of paraffin wax. Neutrons are produced by directing a deuteron beam from the Neutron Metrology Group's 3.5 MV Van de Graaff accelerator onto a pair of beryllium targets at separated positions inside the block. Fluence rates of about $10^7 \text{ cm}^{-2}\text{s}^{-1}$ can be achieved at the centre, and a servo mechanism keeps the field in the central region uniform and constant. The pile has been used in the past to measure various thermal neutron capture cross sections. It is currently in routine use for detector calibrations and characterisations, and for testing reactor instruments.
The Neutron Group also has a water bath. This is similar to the thermal pile except that the moderator is a cylinder of water, and the neutrons are produced by a single beryllium target at the centre. Compared with the pile, the epithermal neutron field in this facility conforms more closely to the $1/E$ dependence frequently assumed, but the field is more prone to flux depression when a detector is introduced. The water bath has been used in the past to measure a variety of resonance integrals. It is currently out of use and would need some significant refurbishment before it would be ready for new measurements.
The ability to measure activation cross sections is enhanced by close links to the Radioactivity Group at NPL who can provide access to additional well-characterised gamma and beta measuring equipment.

Introduction

The National Physical Laboratory (NPL) in south west London is the UK’s national standards laboratory. It was founded in 1900 in Bushy House, a former royal residence, and has been developing ever since. It is now largely housed in a custom-built suite of laboratories completed in stages between the years 2000 and 2009 (although the neutron facility, due to its size, remains in the nearby Chadwick Building).
The Neutron Metrology Group can produce well-characterised neutron fields by means of various isotopic neutron sources ($^{241}\text{Am} / \text{Be}$, $^{252}\text{Cf}$ and others), or via a 3.5 MV single-ended Van de Graaff accelerator. This machine provides beams of protons, deuterons or alphas at currents of up to 100 microamps. To produce monoenergetic fast neutrons, the beam is directed onto a suitable target at the centre of a low-scatter area, where lightweight floors and low-mass supports keep neutron scattering to a minimum (Figure 1). The standard fields produced here are routinely used for instrument calibrations, and fast neutron activation cross sections have been measured here in the past. The accelerator can optionally deliver the beam in nanosecond pulses, allowing neutron spectra to be measured by the time-of-flight technique.
For the production of slow and thermal neutrons, the beam is instead directed to the thermal pile or the water bath (also shown in Figure 1).

Thermal Pile

Construction
The construction and calibration of the NPL Thermal Pile (Figures 1 and 2) has been detailed by Ryves and Paul [1]. The facility consists of a large graphite moderator with sources of neutrons embedded within it. Access holes are bored into the moderator to allow small devices or activation foils to be exposed to the neutron flux, or to allow a beam of neutrons to be extracted.
Figure 1. The main experimental hall in the neutron building. Left, overall view showing (from left to right) the low scatter area, the thermal pile and the water bath; right, a close-up view of the thermal pile, with a measurement being set up on the thermal column.

Figure 2. Isometric cutaway diagram of thermal pile. Note the arrangement of the three targets, which allows the servo to control the rate and distribution of the neutron production by steering the beam (see inset, top right, showing ‘beam’s-eye view’ of targets).

It can be regarded as similar to a reactor core, except that the source of neutrons is not nuclear fuel but the interaction of deuterons from the accelerator with thick beryllium targets inside the pile. The moderator is built of graphite blocks and is 279 cm long by 144 cm wide and 156 cm high. It rests on a 60 cm thick concrete plinth loaded with boric oxide, and the top and sides of the graphite are shielded with 18 cm of paraffin wax contained in wooden boxes. A 10 cm diameter aluminium tube along the centre line of the moderator block allows the deuteron beam to reach the beryllium targets. There are two of these, one 80 cm upstream of the central point, and the other 80 cm downstream. They are water cooled and are surrounded by 2.5 cm of lead to attenuate gammas.
**Servo control**

The neutron production targets are semicircular in shape. One occupies the top half of the beam tube and the other the bottom half. In addition, a tantalum beam stop, which does not produce significant numbers of neutrons, obscures one side of both targets from the incoming beam. (See the inset in Figure 2). This arrangement allows the balance of neutron production to be shifted between the front and back of the block by steering the beam vertically, and the overall production rate to be varied by steering it horizontally on or off the beam stop. The steering is done automatically by a servo circuit. This is controlled by three boron-coated ion chambers positioned as shown under the beam tube, and it drives a set of electrostatic steering plates just upstream of the pile. The servo has been found to keep the neutron flux at the centre reproducible to $\pm 0.1\%$ over a period of 6 months, and the flux gradient at the same place to less than $0.2\% \text{cm}^{-1}$.

One advantage of the thermal pile over a reactor is that the production of neutrons can be turned off and on almost instantaneously by blocking or admitting the beam. This allows samples to be set up and removed at leisure, with a well-defined irradiation period in between.

**Irradiation locations**

Two locations are available for performing irradiations. One is at the bottom of a vertical hole 12 cm in diameter that gives access to a small region near the centre of the pile. Fluence rates over $10^7 \text{cm}^{-2}\text{s}^{-1}$ are available here, and the uniformity is good, but only small items can be accommodated. Larger objects can be irradiated in the beam emerging from the thermal column. This arrangement consists of a larger diameter vertical hole, positioned so that it is nearly over one of the beryllium targets. The hole is lined with a stainless steel tube which in turn has a cadmium layer on the curved side so that the only source of thermal neutrons is the graphite under the bottom of the tube. The tube can be evacuated to reduce the attenuation of the neutrons. The beam emerging from the tube is reasonably uniform over a diameter of about 30 cm, but the fluence rate achievable is reduced to $4 \times 10^4 \text{cm}^{-2}\text{s}^{-1}$.

The neutron fluences in the central region and in the thermal column have different directional characteristics. The former is assumed to be isotropic, whereas the latter is essentially unidirectional.

**Neutron spectrum characteristics**

The neutron spectrum in a system of this kind is made up of two parts, a thermal (Maxwellian) component with a temperature close to that of the moderator, and an epithermal (slowing down) component that is often assumed to be proportional to $1/E$ where $E$ is the neutron energy.

Cadmium absorbs neutrons very effectively below approximately 0.5 eV, so the ratio between the activity induced in a suitable sample (e.g. a thin gold foil) when exposed directly to the neutron field, and that induced when the sample is covered in a cadmium layer, allows an estimate to be made of the relative intensities of the two spectrum components (the higher the cadmium ratio, the smaller the epithermal contribution). Ryves and Paul, in their 1968 characterisation of the newly constructed pile, measured cadmium ratios for a variety of foils with different effective resonance energies, and compared them with measurements in a water moderator where the epithermal spectrum is expected to follow a $1/E$ dependence closely. From these results they deduced that the epithermal component at the centre of the pile is approximately proportional to $1/E^{1.05}$. They also deduced the epithermal fraction, and, using an empirical relationship given by Geiger and van der Zwan [2], estimated the temperature difference between the Maxwellian distribution and the moderator. More recently, Thomas and Soochak [3] carried out gold foil measurements in the thermal column, and deduced corresponding parameters for the spectrum there. Some characteristics of the central and thermal column fields are summarised in Table 1. Note that, in Table 1, the epithermal neutron fraction is given in terms of the number of neutrons, i.e. the number of neutrons associated with the epithermal component divided by the total number. If the epithermal fraction is instead expressed in terms of fluence, the value is much larger because of the difference in average speed between the two components. Kolkowski and Thomas [4] measured an epithermal fluence fraction of 24% for the thermal column, and point out that the fraction in terms of dose equivalent is larger still (about 70%) [5]. The cadmium ratios shown in Table 1 compare favourably with those seen in reactors. The value in the thermal column increases with height, i.e. with distance from the source of neutrons, although with a corresponding decrease in fluence rate.
Table 1. Neutron parameters in the central cavity and thermal column of the Thermal Pile.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Central cavity</th>
<th>Thermal column (1 m reference position)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field geometry</td>
<td>Isotropic</td>
<td>Beam</td>
</tr>
<tr>
<td>Max. stable fluence rate</td>
<td>$\approx 1.2 \times 10^7$ cm$^{-2}$ s$^{-1}$</td>
<td>$\approx 4.0 \times 10^4$ cm$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>Min. stable fluence rate</td>
<td>$\approx 1.0 \times 10^5$ cm$^{-2}$ s$^{-1}$</td>
<td>$\approx 4.5 \times 10^2$ cm$^{-2}$ s$^{-1}$</td>
</tr>
<tr>
<td>Typical Cd ratio, thin gold foil</td>
<td>33</td>
<td>6.5</td>
</tr>
<tr>
<td>Epithermal neutron fraction (typical)</td>
<td>0.8%</td>
<td>2.3%</td>
</tr>
<tr>
<td>Maxwellian temp. - moderator temp.</td>
<td>9.5 K approx.</td>
<td>22 K approx.</td>
</tr>
</tbody>
</table>

Current status of facility
The thermal pile is currently in routine use for calibrations, irradiations and instrument tests. It has been used in the past to measure thermal neutron capture cross sections (such as $^{23}$Na, $^{27}$Al, $^{37}$Cl and $^{51}$V [6]) and neutron capture resonance integrals (such as $^{69}$Ga, $^{139}$La, $^{198}$Pt and others [7]).

Water bath

**Figure 3.** Water bath. Left, external view of water tank; right, interior of tank, showing (from left to right) the neutron sensors, the neutron production target, and the sample wheel.

Purpose
The graphite moderator in the thermal pile has the advantage of being physically stable, and moderators made of graphite typically produce a neutron spectrum with a small difference between the neutron and moderator temperatures. Fluence depression (the drop in fluence rate on introducing an activation foil or a device to be irradiated) is also usually small. However, graphite has the disadvantage that the epithermal component differs significantly from $1/E$ dependence. The true energy dependence for a given facility needs to be measured.

In a water moderator, the $1/E$ law can be assumed to hold above 1 eV [2], because neutron absorption is negligible over the energy range of interest, and the scattering cross section remains constant. A water bath facility was therefore also constructed at NPL to act as a true $1/E$ reference.

Construction
The water tank (Figure 3) is 2.4 m high and 2 m in diameter, and the neutrons are again produced by directing a deuteron beam from the Van de Graaff accelerator onto a beryllium target. This time there is only one target, located at the centre. A servo controller is employed as before, but this time only to regulate the overall output, as measured by fission and ionisation chambers located in the water towards the edge of the tank.

Irradiation of activation foils
The facility is usually used to irradiate foil samples. To ensure that all foils of equal area have equal average irradiation, they are placed at equal intervals around the circumference of a
14 cm diameter circle, encased within a thin PMMA wheel that rotates at 150 rpm in a horizontal plane. The centre of the wheel may be located anywhere that is at least 15 cm above the target and 8 cm in front of it.

**Current status of facility**
The water bath is currently out of use and would need some significant refurbishment before it could be used for new measurements. For example, the beam line from the accelerator has been partially dismantled to allow access to other facilities. The bath has been used in the past to measure resonance integrals such as those of $^{63}$Cu, $^{65}$Cu, $^{107}$Ag, $^{159}$Tb, $^{164}$Dy and $^{165}$Ho [8].

**Measurement of induced activity in foils**
When the thermal pile is used to test or calibrate an instrument, the fluence delivered is measured by means of the activation of standard gold foils. The activity of the foils is measured as soon as possible after the irradiation is completed. For the standard foils, the beta counting efficiencies are known, and $4\pi$ counting of the beta emission rate in a low background windowless gas-flow counter (Figure 4) is the preferred method, although $4\pi\beta-\gamma$ counting can also be used if the activity is high enough. In experiments where the activity induced in a sample of some material is the quantity of interest, the activity can be measured by beta counting if the efficiency for the sample is known, by $4\pi\beta-\gamma$ counting if the induced activity is sufficiently high, or by gamma counting in NaI, germanium or liquid scintillation counters.

**Figure 4. Low background beta counter.**
Uncertainties of 1 - 2 percent are routinely achievable when fluences are measured with standard gold foils.
The NPL neutron facility is located close to the laboratories of the NPL Radioactivity Group, where various well-characterised detectors are available to help with non-standard or difficult activity measurements. For example, the Radioactivity Group has a beta counter with an automatic sample changer that allows a large number of foils to be processed without manual intervention.

**Conclusions**
Facilities are available within the Neutron Metrology Group at NPL for measuring thermal neutron cross sections and resonance integrals. Other groups within the UK’s national standards laboratory are located close by and can offer further specialised facilities for solving metrology problems.
References


Cross section measurements for thermal neutron-induced reactions on actinides at the ILL reactor

A. Letourneau¹, E. Dupont¹, P. Mutti², S. Panebianco¹

1) Irfu/SPhN, CEA-Saclay, 91191 Gif-sur-Yvette, France
2) Institut Laue-Langevin, ILL, 38000 Grenoble, France
aletourneau@cea.fr

Abstract: Within the Mini-INCA project we measured the thermal neutron-induced capture cross section of ²³²Th, ²³³Pa, ²³⁴U, ²³⁷Np, ²³⁸Pu, ²⁴¹Am, ²⁴²gsmAm, ²⁴³Am, ²⁴²Cm, ²⁴⁵Cm, ²⁴⁸Cm, ²⁴⁹Cf, ²⁵⁰Cf, ²⁵¹Cf and the neutron-induced fission cross sections of ²³⁸Np, ²⁴²gsmAm and ²⁴⁵Cm. Experiments were done using two irradiations channels of the High Flux Reactor of ILL: the H9 and the V4 channels. These two channels offer a diversity of neutron fluxes ranging from pure thermal neutrons to about 15% epithermal neutrons with intensities as high as 1 10¹⁵ n/cm²/s. To determine these cross sections we used activation techniques based on high-counting rate α and γ-spectroscopy of irradiated samples or mass spectrometry and on-line fission rate measurements with miniature fission-chambers. Thanks to the high neutron fluxes and such techniques it is possible to form short-live isotopes (such as ²⁴²gsmAm or ²⁴⁴gsmAm) and to study their decay or their neutron capture or fission cross sections.

Introduction

Facing with the growing of the world power demands, nuclear energy seems to be a conceivable solution for energy production without using remaining limited fossil fuel resources which contribute to the alarming global warming effect. However, public opinion still expresses major concerns about this energy source, mainly due to the residual long-term highly radioactive wastes. In this context, even if the creation of a long-term geological repository seems to be unavoidable, researches and developments about partitioning and transmutation are essentials. In particular, the reduction of uncertainties on nuclear data is one of the fundamental aspects of these researches for systems considered as possible transmuters of transuranic elements or even simply for systems which have to respond to high-level requirements as waste minimization, sustainability, safety and non-proliferation. Most of the nuclear data are available in modern data files, but their accuracies and validation are still a major concern, especially for Minor Actinides (MA).

Within the Mini-INCA project [3], we took benefit of the high neutron fluxes provided by the High Flux Reactor (HFR) of the Laue-Langevin Institut (Grenoble, France) to provide new data for slow neutron-induced reaction on MA and β-decay parameters such as decay half-lives or γ-ray intensities for short-lived isotopes or isomer. High fluxes are very useful but require adapted techniques for the measurements and analysis tools. We present in this paper the experimental approach, the analysis technique and the results obtained on the fission and capture cross sections of the main MA.

Experimental approach

The irradiation facility

We used two channels of the HFR (see Figure 1) for our measurements. The V4 channel which is located very close to the fuel element provides the highest thermal neutron flux in the world accounting for 10¹⁵ n/cm²/s in its lowest position. Due to its inclination of 8°3 with respect to the vertical axis it is possible to irradiate samples into either pure thermal neutron fluxes or with a small component of about 10% of epithermal neutrons (neutrons with energy greater than 1 eV). The H9 channel which is used by the Lohengrin spectrometer is located at about 50 cm from the fuel element and offers a neutron flux with about 2% of epithermal neutrons. The advantage of such high neutron fluxes is the possibility to use small mass samples (few μg) which are easier to fabricate and manipulate, especially for neutron emitters like ²⁴⁴Cm or α-emitters like ²³⁸Pu and the possibility to explore deeper the transmutation chain of the irradiated sample, especially when short-lived isotopes or isomers are formed.
Figure 1. The reactor core is sketched with the two irradiation channels used by the Mini-INCA experiments together with the specific instrumentation: the fission chambers in V4 (left) and the α- and γ-spectroscopy station connected to the Lohengrin target exchanger of H9 (right).

In these in-core irradiation channels the energy of the neutrons cannot be measured so that measurements are integral measurements providing effective or averaged cross sections:

\[
\langle \sigma \rangle = \frac{\int_0^\infty \sigma(E)\phi(E)dE}{\int_0^\infty \phi(E)dE}
\]  

(1)

where \(\sigma(E)\) is the cross section as a function of the neutron energy and \(\phi(E)\) is the neutron energy distribution at the irradiation spot. Instead of using the standard cadmium ratio technique to determine the thermal cross section, we oriented our analysis towards the use of Monte Carlo simulation.

Figure 2. Neutron energy spectra simulated with MCNP at different positions of irradiation at the HFR [10].

Then we simulated the reactor core [4] with a precise geometry description of the core including all the beam channels, the hot and the cold sources with the MNCP2.5 code and recently with the TRIPOLI code. Calculations were done for the moderator temperature of 50°C. Results of the calculated neutron fluxes for different positions of irradiation in the V4...
and H9 channels are shown on Figure 2. In Table 1. are given the mean neutron flux values measured at different positions of irradiation of the V4 and H9 channels. The calculated thermal contribution is also given showing a strong contribution even in the lowest position of the V4 channel. For comparison with other experiments we also expressed the neutron flux features in terms of Westcott convention. In this convention the effective cross section is expressed as:

\[
\bar{\sigma} = \sigma_0 (g + r \frac{T}{293.53} s_0)
\]

where \(\sigma_0\) is the reaction cross section for 2200 m/s neutrons, \(g\) is the Westcott factor and \(s_0\) is defined by \(s_0 = \frac{2}{\pi} \frac{I_n}{\sigma_0}\) and \(I_n = I_n - 0.484\sigma_0\) is the reduced resonance integral, i.e., the resonance integral above 0.5 eV after subtracting the 1/v component. From the \(^{59}\text{Co}(n,\gamma)^{60}\text{Co}\) and \(^{197}\text{Au}(n,\gamma)^{198}\text{Au}\) reactions we calculated the epithermal index \(r\sqrt{T/T_n}\) at different irradiation position of the V4 channel (see Table 1).

**Table 1.** Neutron flux characteristics and effective cross sections of the two standard reactions used for the normalisation \((\sigma_0(^{59}\text{Co})=37.18\pm0.06 \text{ b}, \sigma_0(^{235}\text{U})=582.6\pm1.1 \text{ b [16]}).\phi\) is the mean neutron flux value as measured in [5] and \(\phi_\text{th}\) is the calculated thermal component defined with a cut at 1 eV. The \(r\sqrt{T/T_n}\) is the epithermal index defined in Eq.2.

<table>
<thead>
<tr>
<th>Positions</th>
<th>(\phi) (n/cm(^2)/s)</th>
<th>(\phi_\text{th}/\phi)</th>
<th>(r\sqrt{323/T_n})</th>
<th>(^{59}\text{Co}(n,\gamma)^{60}\text{Co})</th>
<th>(^{235}\text{U}(n,f))</th>
</tr>
</thead>
<tbody>
<tr>
<td>25 cm</td>
<td>8.10(^{14})</td>
<td>0.898</td>
<td>0.0144</td>
<td>28.33</td>
<td>424.68</td>
</tr>
<tr>
<td>50 cm</td>
<td>7.96(^{14})</td>
<td>0.966</td>
<td>0.0039</td>
<td>30.74</td>
<td>466.83</td>
</tr>
<tr>
<td>75 cm</td>
<td>4.3(^{14})</td>
<td>0.997</td>
<td>0.00061</td>
<td>31.66</td>
<td>484.17</td>
</tr>
<tr>
<td>100 cm</td>
<td>5.5(^{13})</td>
<td>1.000</td>
<td>&lt;0.0006</td>
<td>31.84</td>
<td>487.29</td>
</tr>
<tr>
<td>H9</td>
<td>6.10(^{14})</td>
<td>0.981</td>
<td>0.0021</td>
<td>31.10</td>
<td>473.93</td>
</tr>
</tbody>
</table>

Figure 3. Effective cross section as a function of the neutron energy for \(^{235}\text{U}(n,f)\) (left) and \(^{244}\text{Cm}(n,\gamma)^{245}\text{Cm}\) (right) reactions at two irradiation positions in the V4 channel. We use evaluated resonance parameters to calculate the effective cross section at the irradiation position [6] and to extract the 25.3 meV value \((\sigma_0)\) from the calculated ratio \(\sigma_0/\bar{\sigma}\). On Figure 3 is shown the effect of resonances on the effective cross section for two reactions. In the case of the \(^{244}\text{Cm}(n,\gamma)^{245}\text{Cm}\) reaction, about half of the effective cross section measured at 25 cm is due to the huge resonance located at 7.67 eV whereas its effect is much more attenuated when measuring in pure thermal fluxes (75 or 100 cm). Then by measuring the reaction rate in different positions the contribution of such resonance to the total cross section can be estimated. On the other hand, the \(^{235}\text{U}(n,f)\) reaction does not show too much dependence with resonances. Thus for reactions behaving like \(^{235}\text{U}(n,f)\) the correction
procedure does not introduce significant errors especially if resonances are well characterised, whereas for reactions behaving like $^{244}$Cm$(n,\gamma)$ added errors have to be introduced. Nevertheless, the uncertainties on resonance parameters and on neutron flux distribution are fully propagated through the extraction procedure.

**Sample characterisation and analysis**

All the samples are characterised prior to their irradiation either by mass spectrometry or/and $\alpha$-spectroscopy. After or during irradiation, they are characterized off-line by “standard” activation techniques or on-line by means of dedicated fission chambers. All these techniques have been adapted for high neutron fluxes and minor actinides, the main problem being the counting rate due to the high activity.

Connected to the target exchanger of the Lohengrin spectrometer (H9 channel) we have installed an $\alpha$ and $\gamma$ spectroscopy bench [7] which allows a quasi-on-line characterization of the irradiated samples as well as a repeated sequence of irradiation/measurement. The Si- and Ge-detector electronics are able to manage high counting rates (up to 80 kHz for Ge-detector and up to 20 kHz for Si-detector). This set-up is used for $(n,\gamma)$ cross section measurements but also to measure the life of short-lived isotopes or isomers and the absolute emission probabilities of the $\gamma$-rays.

The evolution of actinides can be followed on-line by using dedicated compensated detectors that we will refer as Triple-Deposit Fission-Chambers (TDFC) in the following. They are composed of three microscopic fission-chambers mechanically coupled but electrically isolated and sharing the same gas. They operate in current mode and allow measuring the evolution of the actinide fission current with respect to the evolution of the $^{235}$U fission current. Parasitic currents induced by $\gamma$-rays and neutron activation can be subtracted thanks to the third chamber without deposit. Each fission chamber is 2 cm long, has a diameter of 8 mm, and is filled with pure Argon gas. Therefore, these small detectors could be placed very close to the other, thus reducing systematic errors due to distance. Space charge effects due to high fission rates (high fluxes) are considerably reduced thanks to the thin gap between anode and cathode. Indeed they can be used in high neutron fluxes up to $8 \times 10^{14}$ n/cm$^2$/s.

Their functioning is detailed in [8] and a description of the different developments can be found in [9].

The mass spectrometry (Thermal Ionisation and Inductive Coupled Plasma Mass Spectrometry) analysis is also used and methods have been developed to measure low mass samples and rare actinides as Protactinium [11] and more recently to measure Berkelium and Californium isotopes.

The data are analysed using a one-group evolution code, named MERCS [10] that we developed. It is based on the ROOT shared libraries and solved numerically the Bateman equations. Its originality lies within its capacity to compute the sensitivity of the experimental observables to the nuclear parameters and properly propagate the uncertainties.

**Recent results**

**Thorium and Protactinium isotopes**

The $^{232}$Th$(n,\gamma)^{233}$Th and $^{233}$Pa$(n,\gamma)^{234}$Pa reaction cross sections were measured by means of a precise mass spectrometry analysis [11]. The analysis was performed few months after 43 days of irradiation in V4. The irradiated sample was a pure 100 $\mu$g $^{232}$Th sample canned in a quartz container.

**Table1. Effective cross sections ($<\sigma>$) measured, corrected values to 25.3 meV ($\sigma_0$) and calculated over experimental ratio (C/E) for the main data libraries.**

<table>
<thead>
<tr>
<th>Reactions</th>
<th>$&lt;\sigma&gt;$ (b)</th>
<th>$\sigma_0$ (b)</th>
<th>C/E$_{\text{EFF3.1}}$</th>
<th>C/E$_{\text{ENDF-B7}}$</th>
<th>C/E$_{\text{JENDL3.3}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{232}$Th$(n,\gamma)^{233}$Th</td>
<td>6.27±0.18</td>
<td>7.34±0.21</td>
<td>1.00±0.029</td>
<td>1.00±0.029</td>
<td>1.00±0.029</td>
</tr>
<tr>
<td>$^{233}$Pa$(n,\gamma)^{234}$Pa</td>
<td>34.16±1.54</td>
<td>38.34±1.78</td>
<td>1.08±0.05</td>
<td>1.11±0.05</td>
<td>1.08±0.05</td>
</tr>
<tr>
<td>$^{235}$U$(n,\gamma)^{236}$U</td>
<td>87.34±2.75</td>
<td>106.12±3.34</td>
<td>0.94±0.03</td>
<td>0.95±0.03</td>
<td>0.97±0.03</td>
</tr>
<tr>
<td>$^{236}$U$(n,\gamma)^{237}$U</td>
<td>79.01±9.05</td>
<td>98±11</td>
<td>1.06±0.11</td>
<td>1.06±0.11</td>
<td>1.06±0.11</td>
</tr>
</tbody>
</table>

$^1$Fabricated by Photonis company, France
The irradiation position was chosen to get a significant evolution by multiple captures (i.e. intense flux) and to reduce corrections due to the contribution of resonances (i.e. thermal flux). The neutron fluence, over which thorium evolved, was measured using an Al-0.1% 59Co monitor. Experimental uranium and thorium isotopic ratios were fitted using the MERCS code with the effective cross section values listed in Table 2, as free parameters. The fit procedure was repeated several times. At each step, all other nuclear parameters (including neutron flux for which we have used the experimental value) were randomly sampled within their Gaussian error distribution. Moreover, every isotopic ratio was chosen to be mainly sensitive to one cross section. By this means, the covariance matrix is closed to a diagonal one and calculated errors could be considered independent. Resulting cross sections are shown in Table 2.

Neptunium and Plutonium isotopes
The 237Np(n,γ)238Np cross section was measured by α and γ-spectroscopy in the H9 channel. (13.52±0.14) μg of 237Np were electrodeposited on a Ti backing and irradiated for 2.733 hours in the H9 channel [12]. In this experiment we also measured the absolute γ-ray emission probabilities for the 238Np β-decay. The 238Np(n,f) and 238Pu(n,γ)239Pu cross sections were measured in the V4 channel using two TDFCs [13]: one containing (42±1.3) μg of pure 237Np and the other one containing (42.6±1.6) μg of 238Pu with 4.978% of 239Pu. The two detectors were containing also (2.64±0.01) μg and (4.48±0.01) μg of 235U, respectively. The TDFCs were irradiated separately during one cycle. The nuclear parameters were fitted to the measured currents using the MERCS code. The obtained cross sections in all these experiments are shown in Table 3. The 238Np and 238Pu is still in analysis so that the values are still preliminary.

Table 3. Effective cross sections (⟨σ⟩) measured, corrected values to 25.3 meV (σ0) and calculated over experimental ratio (C/E) for the main data libraries. (*) is for preliminary results.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>⟨σ⟩ (b)</th>
<th>σ0 (b)</th>
<th>C/E JEFF3.1</th>
<th>C/E ENDF-B7</th>
<th>C/E JENDL3-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>237Np(n,γ)238Np</td>
<td>151±4</td>
<td>182±4.5</td>
<td>0.99±0.03</td>
<td>0.89±0.03</td>
<td>0.89±0.03</td>
</tr>
<tr>
<td>238Np(n,f)</td>
<td>1611±100*</td>
<td>2050±110*</td>
<td>0.925±0.06</td>
<td>0.955±0.06</td>
<td>0.955±0.06</td>
</tr>
<tr>
<td>238Pu(n,γ)239Pu</td>
<td>411±20*</td>
<td>514±21*</td>
<td>1.05±0.04</td>
<td>1.09±0.04</td>
<td>1.05±0.04</td>
</tr>
</tbody>
</table>

Americium isotopes
The americium transmutation chain was studied in detail using post-irradiation mass-spectrometry analysis for 241Am(n,γ)242Am, 242mAm(n,γ)243Am and 242Cm(n,γ)243Cm cross sections, and using fission chambers measurement for 242gAm(n,f)243Am and 242mAm(n,f)243Am [15]. These cross sections were obtained in a pure Maxwellian neutron flux. They complement previous measurements done on 241Am [14] and 243Am [7] capture cross sections. The obtained effective and 25.3 meV cross sections are shown in Table 4. The most striking discrepancy between our results and recent evaluated data libraries concerns the 242Cm(n,γ)243Cm cross section which is underestimated by about 12% in the libraries. For other reactions, discrepancies are below 10%.

Table 4. Effective cross sections (⟨σ⟩) measured, corrected values to 25.3 meV (σ0) and calculated over experimental ratio (C/E) for the main data libraries. (*) is for preliminary results.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>⟨σ⟩ (b)</th>
<th>σ0 (b)</th>
<th>C/E JEFF3.1</th>
<th>C/E ENDF-B7</th>
<th>C/E JENDL3-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>241Am(n,γ)242Am</td>
<td>609±20</td>
<td>700±23</td>
<td>0.93±0.03</td>
<td>0.887±0.03</td>
<td>0.913±0.03</td>
</tr>
<tr>
<td>Branching ratio</td>
<td>0.8947±0.003</td>
<td>0.0038</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>242mAm(n,γ)243Am</td>
<td>1074±108</td>
<td>1152±112*</td>
<td>1.07±0.1</td>
<td>1.07±0.1</td>
<td>1.07±0.1</td>
</tr>
<tr>
<td>242gAm(n,f)</td>
<td>2224±215*</td>
<td>2472±281*</td>
<td>0.85±0.085</td>
<td></td>
<td></td>
</tr>
<tr>
<td>242mAm(n,f)</td>
<td>6527±656*</td>
<td>6856±656*</td>
<td>0.936±0.09</td>
<td>0.936±0.09</td>
<td>0.933±0.09</td>
</tr>
<tr>
<td>242Cm(n,γ)243Cm</td>
<td>15.82±1.2*</td>
<td>19.1±1.5*</td>
<td>0.835±0.066</td>
<td>0.887±0.066</td>
<td>0.832±0.066</td>
</tr>
</tbody>
</table>

Curium, Berkelium and Californium isotopes
The 244Cm(n,γ)245Cm and 245Cm(n,f) were measured very recently by means of TDFC in the V4 channel. A (39.46±0.4) μg mass of curium containing 66.9% of 244Cm, 3.8% of 245Cm and 23.6% of 246Pu was irradiated. The isotopic concentration was determined before irradiation by mass spectrometry with a precision better than 1%. Measured currents were then fitted with the MERCS code taking into account the evolution of 246Pu and propagating the
associated errors. \(^{240}\)Pu isotope is the main responsible for the bump in the curium fission current between 10 and 30 days. Preliminary results are given in Table 5. The \(^{248}\)Cm(n,\(\gamma\))\(^{249}\)Cm, \(^{249}\)Bk(n,\(\gamma\))\(^{250}\)Bk and \(^{249}\)Cf(n,\(\gamma\))\(^{250}\)Cf have been measured into two different experiments. One of these experiments is reported in [15] but the analysis is still in progress.

Table 5. Effective cross sections (<\(\sigma\)> measured, corrected values to 25.3 meV (\(\sigma_0\)) and calculated over experimental ratio (C/E) for the main data libraries. (*) is for preliminary results.

<table>
<thead>
<tr>
<th>Reactions</th>
<th>&lt;(\sigma)&gt; (b)</th>
<th>(\sigma_0) (b)</th>
<th>C/E_{JEFF3.1}</th>
<th>C/E_{ENDF-B7}</th>
<th>C/E_{JENDL3-3}</th>
</tr>
</thead>
<tbody>
<tr>
<td>(^{248})Cm(n,(\gamma))(^{249})Cm</td>
<td>19.11±2.67*</td>
<td>15.81±3*</td>
<td>0.74±0.1</td>
<td>0.96±0.13</td>
<td>0.96±0.13</td>
</tr>
<tr>
<td>(^{245})Cm(n,f)</td>
<td>1352±23</td>
<td>1979±65*</td>
<td>1.086±0.019</td>
<td>1.086±0.019</td>
<td>1.083±0.019</td>
</tr>
<tr>
<td>(^{249})Cf(n,(\gamma))(^{250})Cf</td>
<td>309±8*</td>
<td>384±10*</td>
<td>1.184±0.03</td>
<td>1.165±0.03</td>
<td>1.18±0.03</td>
</tr>
</tbody>
</table>

Conclusions

Within the Mini-INCA project, we took benefit of the high fluxes of the ILL reactor to provide new accurate data on slow neutron-induced reaction cross sections for minor actinides. The set-up installed at the ILL High Flux Reactor is proven to be well suited for such studies and allow reducing also uncertainties on the decay parameters for rare short-lived isotopes. The capture and fission cross sections we have measured generally show good agreements with the most recent measurements. However, large discrepancies with evaluated data libraries have been observed in few cases. The analysis of the end of the Curium chain is in progress.
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Abstract: The social acceptability of nuclear power reactors is related to the waste management of long-lived fission products (FP’s) and minor actinides (MA’s) existing in spent nuclear fuels. The FP’s (ex., Cs-137, Sr-90, Tc-99, I-129, Cs-135, Pd-107 and so on) and MA’s (ex., Np-237, Am-241, Am-243) are important in the nuclear waste management, because the presence of these nuclides induces long-term radiotoxicity because of their extremely long half-lives. The transmutation is one of the solutions to reduce the radiotoxicity of nuclear wastes. In the transmutation study of FP’s and MA’s, the accurate data of neutron capture cross-sections are necessary to evaluate reaction rates. However, there are discrepancies among the reported data for the thermal-neutron capture cross-sections for those nuclides. The discrepancies reach to 10-20%. Therefore, our concern was focused to re-measure the cross-sections of those FP’s and MA’s. This paper describes JAEA’s activities for the cross-section measurements of FP’s and MA’s by an activation method and a prompt gamma-ray spectroscopic method.

Cross-section measurements by activation method

Motivation
Associated with a social acceptability of nuclear power reactors, it would be desired to solve the problems of nuclear waste managements of FP’s and MA’s existing in spent nuclear fuels. In nuclear waste management, the major 29 FP’s shown in Table 1 are important nuclides as the objectives for transmutation.

Table 1. Major 29 fission product nuclides for the nuclear waste management

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Half-Life (yr)</th>
<th>Nuclide</th>
<th>Half-Life (yr)</th>
<th>Nuclide</th>
<th>Half-Life (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-129</td>
<td>$1.57 \times 10^7$</td>
<td>Ag-108m</td>
<td>418</td>
<td>Eu-155</td>
<td>4.7611</td>
</tr>
<tr>
<td>Pd-107</td>
<td>$6.5 \times 10^6$</td>
<td>Sm-151</td>
<td>90</td>
<td>Rh-102</td>
<td>2.9</td>
</tr>
<tr>
<td>Cs-135</td>
<td>$2.3 \times 10^6$</td>
<td>Sn-121m</td>
<td>55</td>
<td>Sb-125</td>
<td>2.7582</td>
</tr>
<tr>
<td>Zr-93</td>
<td>$1.53 \times 10^6$</td>
<td>Cs-137</td>
<td>30.07</td>
<td>Pm-147</td>
<td>2.6234</td>
</tr>
<tr>
<td>Tc-99</td>
<td>$2.1 \times 10^5$</td>
<td>Sr-90</td>
<td>28.78</td>
<td>Cs-134</td>
<td>2.062</td>
</tr>
<tr>
<td>Sn-126</td>
<td>$1.0 \times 10^5$</td>
<td>Cd-113m</td>
<td>14.1</td>
<td>Tm-171</td>
<td>1.92</td>
</tr>
<tr>
<td>Se-79</td>
<td>$6.5 \times 10^4$</td>
<td>Eu-152</td>
<td>13.542</td>
<td>Cd-109</td>
<td>1.270</td>
</tr>
<tr>
<td>Nb-94</td>
<td>$2.03 \times 10^4$</td>
<td>Nb-93m</td>
<td>16.13</td>
<td>Ru-106</td>
<td>1.007</td>
</tr>
<tr>
<td>Ho-166m</td>
<td>$1.2 \times 10^3$</td>
<td>Kr-85</td>
<td>10.756</td>
<td>(C-14)</td>
<td>5730</td>
</tr>
<tr>
<td>Tb-158</td>
<td>$1.8 \times 10^2$</td>
<td>Eu-154</td>
<td>8.593</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pm-146</td>
<td>5.53</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For the study of transmutation by using reactor neutrons, the accurate data are needed on neutron capture cross-sections ($\sigma_0$) and resonance integrals ($I_0$) in order to estimate the
accurate reaction rates of those FP’s. However, there are few cross-section data on those
FP’s. If any, most of the data have large errors. By using the recently developed measuring
equipments and the accurate gamma-ray emission probability data, one could obtain more
accurate cross-section data than that measured previously. Accordingly, my group had
started to measure the cross-sections of FP’s to obtain the accurate ones. In the beginning
five nuclides, Cs-137 [1], Sr-90 [2], Tc-99 [3], I-129 [4] and Cs-135 [5], were chosen from the
nuclides listed in Table 1 because of their large fission yields and long half-lives, and then the
cross-sections of these nuclides were measured by the activation and gamma-ray
spectroscopic methods. Nuclear wastes sometimes contain a large amount of stable nuclei
having the same atomic number as that of long-lived FP. These stable nuclei absorb thermal
neutrons during the neutron irradiation of the nuclear wastes, and affect the neutron
economics; the reaction rate of the target nuclei is reduced. Moreover, some of stable nuclei
breed more radioactive nuclei by the neutron capture process. In this point, it is also
necessary to pay attention to these influences caused by stable nuclei involved in the FP’s.
The cross-sections of the stable nuclei, such as I-127 [6] and Cs-133 [7], were also
measured. Moreover, MA’s (ex., Np-237 [8,9], Am-241 [10], Am-243 [11], etc.) are of
importance in nuclear waste managements, because the presence of these nuclides induces
long-term radiotoxicity on account of their extremely long half-lives. Thus this work was aimed
to measure the thermal-neutron capture cross-sections for radioactive FP’s and MA’s.

Brief outline of analysis

Since the details of Westcott’s convention [12] that we used to determine the cross sections
and neutron fluxes were described elsewhere [1-7], here we present only a brief outline of the
analysis. Equations based on Westcott’s convention can be rewritten by using simplified flux
notation as follows:

\[
\frac{R}{\sigma_0} = \phi_1 + \phi_2 s_0, \quad (1)
\]

for irradiation without a Cd or Gd shield capsule,

\[
\frac{R'}{\sigma_0} = \phi'_1 + \phi'_2 s_0, \quad (2)
\]

for irradiation with a Cd or Gd shield capsule. Here, the R (or R’) is the reaction rate and \(\sigma_0\)
the thermal-neutron (2,200 m/s neutron) capture cross-section; \(\phi_1\) and \(\phi'_1\) are neutron flux
components in the thermal energy region, and \(\phi_2\) and \(\phi'_2\) are those in the epithermal energy
region. The \(s_0\) is the parameter defined by

\[
s_0 = \frac{2}{\sqrt{\pi}} \frac{I'_0}{\sigma_0}, \quad (3)
\]

where \(I'_0\) is the reduced resonance integral, i.e. the resonance integral after subtracting the
\(1/\nu\) components. The resonance integral \(I_0\) is calculated as follows:

\[
I_0 = I'_0 + 0.45\sigma_0, \quad (4)
\]

where 0.45\(\sigma_0\) is the \(1/\nu\) contribution given by assuming the Cd cut-off energy to be 0.5eV [13].
Eqs.(1) and (2) give the relation,

\[
s_0 = -\frac{\phi_1 - \phi'_1 (R/R')}{\phi_2 - \phi'_2 (R/R')}, \quad (5)
\]

so that the value of \(s_0\) is obtained from \(R/R'\) value of each irradiated target. The \(\sigma_0\) is derived
by substituting the \(s_0\) into Eq.(1), and then the values of \(I'_0\) and \(I_0\) are calculated from Eqs.(3)
and (4).

Results

The cross-sections were determined on the basis of the Westcott’s convention and simple flux
notations. The results for MA’s are listed in Table 2, and for FP’s in Table 3 together with
previously reported values.
### Table 2. Results of $\sigma_0$ and $I_0$ for MA nuclides

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Half-Life [14]</th>
<th>Previous Data (Author, Year)</th>
<th>JAEA Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Np-237</td>
<td>$2.14 \times 10^6$ yr</td>
<td>$\sigma_0=158\pm3$ b, $I_0=652\pm24$ b (Kobayashi 1994) [15]</td>
<td>$\sigma_0=141.7\pm5.4$ b, $I_0=862\pm51$ b (2003) [8]</td>
</tr>
<tr>
<td>Np-238</td>
<td>2.1 d</td>
<td>No Data</td>
<td>$\sigma_{\text{eff}}=479\pm24$ b (2004) [18]</td>
</tr>
<tr>
<td>Am-241</td>
<td>432 yr</td>
<td>$\sigma_{0g}=768\pm58$ b, $I_{0g}=1694\pm14$ b (Shinohara 1997) [16]</td>
<td>$\sigma_{0g}=628\pm22$ b, $I_{0g}=3.5\pm2.5$ kb (2007) [10]</td>
</tr>
<tr>
<td>Am-243</td>
<td>7370 yr</td>
<td>$\sigma_0=80$ b, $\sigma_{0g}=4.3$ b, $\sigma_{0m+g}=84.3$ b (Ice 1966) [17]</td>
<td>$\sigma_{\text{eff}}=174.0\pm5.3$ b (2006) [11]</td>
</tr>
</tbody>
</table>

### Table 3. Results of $\sigma_0$ and $I_0$ for FP nuclides

<table>
<thead>
<tr>
<th>Nuclide</th>
<th>Half-Life</th>
<th>Previous Data (Author, Year)</th>
<th>JAEA Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cs-137</td>
<td>30 yr</td>
<td>$\sigma_{\text{eff}}=0.11\pm0.03$ b (Stupegia 1960) [19]</td>
<td>$\sigma_0=0.25\pm0.02$ b, $I_0=0.36\pm0.07$ b (1990, 1993, 2000) [20-22]</td>
</tr>
<tr>
<td>Sr-90</td>
<td>29 yr</td>
<td>$\sigma_{\text{eff}}=0.8\pm0.5$ b (Zeisel 1966) [23]</td>
<td>$\sigma_0=15.3\pm1.3/4.2$ mb, $I_0&lt;0.16$ b (1994) [24]</td>
</tr>
<tr>
<td>Tc-99</td>
<td>$2.1 \times 10^4$ yr</td>
<td>$\sigma_0=20\pm2$ b, $I'_0=186\pm16$ b (Lucas 1977) [26]</td>
<td>$\sigma_0=22.9\pm1.3$ b, $I_0=398\pm38$ b (1995) [27]</td>
</tr>
<tr>
<td>I-129</td>
<td>$1.6 \times 10^7$ yr</td>
<td>$\sigma_0=27\pm2$ b, $I_0=36\pm4$ b (Eastwood 1958) [28]</td>
<td>$\sigma_0=30.3\pm1.2$ b, $I_0=33.8\pm1.4$ b (1996) [29]</td>
</tr>
<tr>
<td>I-127</td>
<td>Stable</td>
<td>$\sigma_0=4.7\pm0.2$ b, $I_0=109\pm5$ b (Friedmann 1983) [30]</td>
<td>$\sigma_0=6.40\pm0.29$ b, $I_0=162\pm8$ b (1999) [31]</td>
</tr>
</tbody>
</table>
Cross-section measurements by prompt gamma-ray method

**Motivation**

The long half-life ($6.5 \times 10^6$ yr [14]) and fission yield (3% for Pu-239) of Pd-107 make it an important FP in studies of nuclear transmutation. In the case of Pd-107, no direct measurement of the thermal-neutron capture cross-section ($\sigma_0$) has been reported. Because the Pd-107($n, \gamma$) reaction leads to the stable nuclide Pd-108, it is impossible to measure this cross section using an activation method. The technique of measuring intensities of prompt gamma-rays following thermal-neutron capture reaction can be employed to determine $\sigma_0$. Therefore, this work was undertaken to obtain $\sigma_0$ for the Pd-107 ($n, \gamma$) Pd-108 reaction by prompt gamma-ray spectroscopy.

**Brief Outline of Experiment and Analysis**

The experiments were performed using the internal target facility at the 8-MW Los Alamos Omega West Reactor. The target position was at the center of the graphite thermal column, of which thermal neutron flux was about $6 \times 10^{11}$ n/cm$^2$ and the Cd(In) ratio was about 2000. The gamma-rays emitted in the ($n, \gamma$) reaction were measured with a 26-cm$^3$ coaxial Ge(Li) detector positioned inside a 20 cm-outer-diameter $\times$ 30 cm-long NaI(Tl) annulus. The Pd sample weighed 201.4\(\pm\)0.1 mg and contained 15.54\(\pm\)0.05 % of Pd-107. A 100.0\(\pm\)0.1 mg sample of (CH$_2$)$_n$ was placed at the target position together with the Pd sample in the thermal column. The capture cross-sections obtained in this work are determined on the basis of standard cross-section of 332.6\(\pm\)0.7 mb for Hydrogen. Figure 1 shows an example of the prompt gamma-ray spectrum for the combined Pd and (CH$_2$)$_n$ samples. Prominent gamma-rays due to the Pd-105,107,108($n, \gamma$) reactions were observed. The gamma-rays feeding the ground states were identified using the known level information. Summation of their intensities yields a lower limit for $\sigma_0$, i.e., $\sum I(1+\alpha)=\sigma_0$. Here, the quantity $\alpha$ is an internal conversion coefficient. To test the effectiveness of the analysis method, $\sigma_0$ also was determined for Pd-105. Because $\sigma_0$ for $^{105}$Pd-105 is large (20.0\(\pm\)0.3 b) and because this isotope made up a large fraction of the Pd sample, prompt gamma-rays due to the Pd-105($n, \gamma$)Pd-106 reaction were easily observed as shown in Fig.1.
The present results are tabulated in Table 4 together with the previous measurement and evaluations. The intensities of prompt gamma-ray transitions feeding the ground state of Pd-108 were summed to determine a lower limit of $9.16 \pm 0.27$ b for thermal neutron capture cross-section. The present result is about five times larger than current evaluations.

### Table 4. Experimental and evaluated data for Pd-107 and Pd-105 cross-sections

<table>
<thead>
<tr>
<th>References</th>
<th>$\sigma_0$ (b) for Pd-107</th>
<th>$\sigma_0$ (b) for Pd-105</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mughabghab et al. [41]</td>
<td>1981 1.8 ± 0.2</td>
<td>21.0 ± 1.5</td>
</tr>
<tr>
<td>Table of Isotopes 8ed. [14]</td>
<td>1998 1.8 ± 0.2</td>
<td>20.0 ± 3.0</td>
</tr>
<tr>
<td>JENDL-3.3 [42]</td>
<td>2002 2.0071</td>
<td>20.25</td>
</tr>
<tr>
<td>Firestone et al. [43]</td>
<td>2005 —</td>
<td>21.1 ± 1.5 *</td>
</tr>
<tr>
<td><strong>Present Result</strong> [44]</td>
<td>2007 9.16 ± 0.27*</td>
<td>19.1 ± 0.5 *</td>
</tr>
</tbody>
</table>

* Prompt gamma-ray analysis
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Introduction

A nuclear process of special importance for projects aiming for the transmutation of radioactive waste is the radiative neutron capture. It has a very large cross section at low energies, but it also competes especially to fission also at higher energies. Respective calculations are performed on the basis of the Hauser-Feshbach formalism for compound nuclear processes. For the incoming neutron channel information is needed about the nuclear mean field acting as optical potential for the free neutron and as origin of the neutron binding in the capture. The other important ingredient for these calculations is the photon strength function governing the $\gamma$-decay to low lying final states down from the capturing resonances in the continuum. Here neutron reemission and fission may compete thus reducing the capture cross section. As far as the relevant spins allow, this decay is mainly of electric dipole type, and a parameterization for the dipole strength in heavy nuclei, developed recently [1], will be discussed in relation to nuclear spectroscopy data.

Broken spherical and axial symmetry

Non-spherical nuclei are the predominant standard and many different theoretical schemes have been proposed to predict details of their shapes – with not always conforming results. Attempts to obtain a reasonable knowledge on non-spherical or even tri-axial nuclei from just counting the number of valence nucleons outside the magic shells have been rather promising, as will be shown below. In contrast, calculations starting from the nucleon-nucleon force to arrive at a microscopic theory for the macroscopic nuclear shape do not arrive at consistent results. Calculations with the E TFSI method [2] (Thomas-Fermi plus Strutinsky integral) indicate a widespread (more than 30%) occurrence of triaxiality whereas the droplet model (FRDM, [3]) predicts only a few % of the heavy nuclei to be triaxially deformed; among the even Mo-isotopes discussed in this work these are $^{98-100}$Mo. As shown in Fig. 1, Nilsson-Strutinski calculations performed at FZD [4] on the deformation dependence of ground state energies show triaxiality only for $^{98}$Mo and $^{100}$Mo.

![Figure 1. Calculated ground state energies of $^{92-100}$Mo in dependence of deformation $\beta$ and $\gamma$.](image)

A systematic investigation [5] employing various experimental observables of relevance for the triaxial deformation of heavy nuclei shows an interesting correlation between the quadrupole deformation $\beta$ and the triaxiality $\gamma$; it comes to a slightly different conclusion, with
$^{94,96}\text{Mo}$ also being triaxial with $\gamma$ near 30°. As will be discussed below, the triaxiality influences the form of the peak of the GDR, the isovector giant resonance: It plays a non-negligible role when the shape is regarded with respect to the extraction of information on the GDR spreading width.

\textbf{Figure 2.} Result of a systematic study \cite{5} of experimental observables showing a correlation between the triaxiality $\gamma_{\text{rms}}=\delta_{\text{eff}}$ and the quadrupolar deformation $\beta_{\text{rms}}$ for heavy nuclei.

Since this systematics uses experimental information the results have to be considered as root mean square (rms) values \cite{6}, \textit{i.e.} zero point fluctuations are included. The extracted values for $\beta$ are in satisfactory agreement to the tables of Raman et al. \cite{7}, where the E2-transition strength from the ground state to the first 2$^+$-state is used to derive an ‘experimental’ deformation $\beta$. We use these results for our investigation of the influence of nuclear nonsphericity on the GDR for Mo and Sm-isotopes, for which data were recently obtained at our superconducting electron linac ELBE \cite{8-10}.

\textbf{Rotation invariants and root mean square shape parameters}

We thus start from rotation invariants \cite{6} and not from model dependent deformation parameters. Rotation invariant electromagnetic quantities (\textit{e.g.} rms quadrupole moment and triaxiality) are observables, and they have been extracted from measurements for more than 70 heavy nuclei. Information about the GDR oscillation frequencies along the three orthogonal nuclear axes can be directly deduced from these by only assuming nuclear incompressibility, implying identical distributions of mass and charge, \textit{i.e.}, neutrons and protons \cite{6}.

The procedure \cite{1} used here to determine the GDR energies and widths before calculating the photon strength functions is valid for a static triaxial deformation. A fully adiabatic coupling of the fast GDR motion to the low-frequency collective excitations, responsible for the dynamics of the ground state deformation, may cause differences. Often these are assumed to be only small, and the root mean squares (rms) of the deformation parameters are treated as static values. To implement a less simplified coupling of the GDR to the quadrupole dynamics of the nuclear body, it is interesting to study the effect of the variance of the deformation parameters. It has been proposed recently \cite{11}, how a description of such dynamics can be derived within the interacting boson model (IBA). This procedure allows introducing an instantaneous shape sampling (ISS), and this requires to calculate the three GDR components at each sampling point and to form the time averaged cross section. To quantify the change introduced by the ISS this average has to be compared to the cross section obtained in a ‘single shot’ with the average deformations from the ISS. Such a comparison was performed using the time dependent shape parameters, and the corresponding result is shown in Fig 3. ISS causes some change near the GDR peak for the
triaxial $^{100}$Mo but its impact in the region of photon scattering data [8, 10] is of minor importance. An explicit variation of the GDR width with $E_γ$, also depicted in Fig. 3, leads to a severe disagreement to the low energy data [1, 10].

$\begin{align*}
\text{photon strength function (MeV$^{-3}$)} &= \text{photon strength function (MeV$^{-3}$)} \\
\text{Ex (MeV)} &= \text{Ex (MeV)} \\
4 &\sim 6 \sim 8 \sim 10 \sim 12 \sim 14 \sim 16 \sim 18
\end{align*}$

**Figure 3.** Dipole strength functions $f_1$ for $^{92,96,100}$Mo calculated from the parameterization for the GDR. An agreement with $f_1$ as determined from ELBE data [10] (blue squares with error bars) is only found for the curves calculated without photon energy dependence. Thick pink line: Weighted sum of Lorentzians with deformation parameters as derived [11] by instantaneous shape sampling (ISS). Black thin line: The deformation parameters were first averaged and then used in the Lorentzian description of the dipole strength. The lower thick green line shows the Lorentzian parameterization with an explicitly introduced quadratic dependence on $E_γ$; for $^{94}$Mo and $^{98}$Mo respective comparisons are presented in [1].

**Giant resonances and e.m. radiation**

As has been shown from a recent study [1] involving many heavy nuclei with A>80 the electric dipole strength determining the radiative neutron capture is well parameterized as the low energy tail of the isovector giant dipole resonance (GDR). Its resonance integral, which determines the overall absolute photo-neutron cross section, is in accordance to the dipole sum rule and its spreading width is a function of its resonance energy. Whereas the centroid energy is predictable using parameters of the FRDM [3, 12], a splitting of the GDR induced by the deviation of the nuclear shape from spherical symmetry has to be considered. It is important especially for exact calculations in dependence of the photon energy, as applied to photo-nuclear and radiative capture cross sections.

**Electric dipole strength in the GDR tail**

The ground state deformations shift the lowest of the three GDR resonance energies away from the centroid by up to 2 MeV and subsequently [14] they also modify their widths by up to 22 %. As seen in Fig. 4 this results in a shape different from, albeit quite similar to, a Lorentz curve, and explains why past attempts [15] to use a fit with a single Lorentzian are apt to lead to unreasonably large width values. These were eventually interpreted incorrectly as a
spreading width and this resulted in a false extrapolation for the low energy tail. The cross section in that tail region depends linearly on the GDR width. In our parameterization the rather good description of the data below the neutron threshold is the result of a shift of one component of the GDR to lower excitation energy, and thus an increase of the strength there. No explicit photon energy dependence of the resonance width is needed and all parameters entering (except the deformations) are resulting from a procedure [1] considering globally all heavy nuclei. It may be stressed here again, that we have not performed a local fit to the data to obtain the quite appealing agreement with the experiments.

The deformation independent global parameters [1] – valid for all \( A > 80 \) – are:

1. an effective nucleon mass of \( 874 \text{ MeV} \) together with the symmetry-energy \( J = 32.7 \text{ MeV} \) and the effective surface-stiffness constant \( Q = 29.2 \text{ MeV} \), which are already fixed by a fit to ground state masses [3, 12];

2. the proportionality factor in Eq. 10 of Ref. [1], which is used together with the exponent 1.6 already fixed by a hydrodynamic calculation [15], incorporating one body dissipation.

\[
\begin{array}{c|c|c}
\text{Ex (MeV)} & \sigma (\text{mb}) & \beta \gamma \\
6 & 100 & 0.28 11^\circ \\
8 & 100 & 0.20 22^\circ \\
10 & 100 & 0.15 28^\circ \\
12 & 100 & 0.12 32^\circ \\
14 & 100 & 0.09 36^\circ \\
16 & 100 & \\
18 & 100 & \\
\end{array}
\]

\( E_x \) (MeV)

Figure 4. Comparison of photo-neutron data [13] for the even Nd isotopes \(^{142-150}\text{Nd}\) [13] in comparison to the parameterization [1], using the deformation parameters listed. These were determined from [7] and the systematics are shown in Fig. 2. Apparently the resonance integral is in a surprisingly good agreement to the Thomas-Reiche-Kuhn sum rule.

The good overall agreement between the cross sections from different experiments with the ones calculated by TALYS on the basis of the E1-parameterization [1] and a reasonable selection of deformation parameters is remarkable. Although in \(^{98}\text{Mo}\) and especially in \(^{100}\text{Mo}\), the apparent width of the GDR reaches or even exceeds 6 MeV, three overlapping Lorentzians of smaller width, but shifted by the proper amount lead to a very good description of the resonance and to the tail region (cf. Figs. 3 and 5). The latter is especially sensitive to the width \( \Gamma \) and its possible energy dependence. The ansatz allows the use of a GDR spreading width depending smoothly on the energy of the GDR component, and thus only weakly on \( A \) and \( Z \). Additionally, the resonance integrals are in agreement with the Thomas-Reiche-Kuhn (TRK) sum rule, which we find fully respected at the excitation energies studied. This sum rule makes very much the same predictions as the GGT sum rule, which is based on very general considerations [18]. This surprisingly good agreement does not exclude a
possible violation at higher energies where, e.g., pionic degrees of freedom may come into play. We have to mention that the accurate yield normalization, obtained at ELBE by an activation technique for various photo effect channels [8, 9, 19], disprove older absolute cross section measurements [13, 16, 20] and confirm the need for a correction factor proposed earlier [21]. These new data agree much better to the sum rule and thus indicate that previous statements about breaking it have to be questioned. Nevertheless also our data indicate some excess of the ‘pygmy resonance’ type which has attracted some attention recently – albeit constituting a few % of the integral GDR strength only.

The extrapolation into the tail region of the GDR not only constitutes a good reference for the eventual enhancement in pygmy resonances, it is important particularly with regard to the E1-strength near and below the neutron thresholds. This is why another example is shown for the misinterpretation of the GDR data, occurring when the ground state deformation is not well accounted for. Hg is close to the magic Pb-shell, but it is not close enough thus it has a small quadrupole deformation [7]. The fact, that a small deformation is, according to Fig. 2, correlated with a considerable triaxiality, results in a single peak and not a double humped structure.

![Figure 5. Experimental cross sections for photon induced processes in $^{92,94,96,98,100}$Mo (from bottom). The data at low $E_x$ from the present scattering experiment (blue) are shown together with $(\gamma,n)$-data (red ◊) [16] rescaled as described in the text. The thin lines depict the results of Hauser-Feshbach calculations performed [8] with the code TALYS [17] (blue: $(\gamma,\gamma)$; red: $(\gamma,n)$; green: $(\gamma,p)$; only shown as long as their contribution exceeds 10%). These calculations use the parameterization [1] for the absorption cross section $\sigma_{\gamma}(E1)$, represented by the thick solid line, which is based on the deformations as given in Fig. 2. A cross section overshooting this line may indicate contributions from M1 or E2 as included in TALYS [17]. The 3 respective Lorentzians in Fig. 6 (right part, with $\Gamma\sim 3.2$ MeV and assuming $A=200$) clearly demonstrate this point, and the red curve shows the perfect agreement of their sum to the data [19]. The black curve is a reproduction of the fit with a single resonance with $\Gamma=4.4$ MeV, as performed previously [15], and also shown in the left part of Fig. 6. The overshoot of this curve at small energies is obvious in the Figure.](image)
Figure 6. Experimental cross sections for photon induced neutron emission with a Hg target of natural isotopic abundances. A Lorentzian fit as obtained previously ([15], black curve) is compared to the results of our parameterization shown in colour; details are given in the text.

Valence nucleon systematics

Comparison of excitation energies and electric quadrupole transition strengths to the number of valence nucleons in various regions outside of closed shells have been presented previously, and a recent review [22] on this matter shows results encouraging further work in that direction. An application of this approach, combined to the systematics shown in Fig. 2, promises a reasonably accurate prediction of a dipole strength function obtainable without any knowledge of deformation parameters. In Fig. 7 one attempt to find an expression covering all heavy nuclei from A = 70 to A = 240 is shown.

Figure 7. Dependence of the parameter $K_2$, which is a measure of the quadrupole deformation of the nuclear ground state on the mass of the nuclei; different isotopic chains from Ge to U are shown in different colours. The black curves depict the expression shown, which contain $Z$ and $N$ of the nuclei as well as the numbers of valence protons and neutrons.

The agreement of the experimental $K_2 = \sum_i B(E2, 0^+\rightarrow 2^+)$ to an expression containing nucleon numbers only is accurate up to 60 %, corresponding to a deviation of 30 % in the deformation parameter $\beta$. Here the number of valence nucleons corresponds to the nearest closed shell for neutrons or protons, respectively. To obtain better predictions the different areas of the nuclide chart have to be considered separately.
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Abstract: Among the many different techniques to prepare thin uniform deposits for nuclear experiments, physical vacuum deposition is the most widely applied. After several years of standstill, the preparation of thin deposited layers restarted in the Target Preparation Laboratory at IRMM. At present the laboratory is producing thin layers of \textsuperscript{6}LiF, LiF, Au, \textsuperscript{10}B and \textsuperscript{235}UF\textsubscript{4}. Knowing that the nuclear experimental results depend among other things on the uniformity and areal characteristics of the deposited layer, the deposition parameters have been optimized and investigation started to improve the characterization. Besides photospectrometry for thickness monitoring, other techniques are presented and compared. Experiments on the deposition of pure lithium are under investigation. This article reviews the available equipment and methods on the preparation of thin uniform deposits and reports on the progress in the characterization of thin layers produced by physical vapour deposition.

Target preparation at IRMM

At the Institute of Reference Materials and Measurements (IRMM) targets for nuclear data measurements are mainly fabricated for internal research in support of the nuclear physics unit. Different preparation techniques are used: from simple mechanical shaping (wire drawing, punching, pressing and cutting) \cite{1,2}, and electro deposition \cite{3} to vacuum evaporation techniques \cite{4}. A variety of metallic foils, wires and discs, homogeneous powder compacts that are not available commercially are manufactured \cite{5}. Small ingots of alloys with specific composition and high melting point are prepared by arc-melting. Besides the production of assorted target types additional reference materials like reactor melt-wire temperature monitors and reactor neutron fission dosimeters are fabricated.

After long period of inactivity the physical vapour deposition (PVD) lab of at IRMM resumed operation. The target preparation lab is able to produce thin films non active LiF, \textsuperscript{6}LiF, \textsuperscript{10}B targets and active actinide targets (e.g. \textsuperscript{235}UF\textsubscript{4}).

In this article we describe the PVD lab of the IRMM and the current status in target fabrication, thin film characterization and other activities related to thin film targets (like the fabrication of thin polyimide (PI) foils as backings for LiF, Au and \textsuperscript{10}B).

The physical vapour deposition laboratory at IRMM

High vacuum evaporation is the most generally employed technique for preparation of thin film targets. In principle it consists in heating the source material to be evaporated to high temperature in an evacuated vacuum chamber. The so evaporated material is transported as a vapour through the chamber and is allowed to condense on a suitable substrate (backing). The heating of the source material is selected on the basis of its properties (chemical and physical). In most cases a simple resistive heating can be utilized while in other cases alternative methods have to be sought. Materials which are highly reactive at high temperature (B, Si) or which form alloys with the heating crucible (e.g. Al, Ni, Fe, etc) and dissolve most of the refractive metals, have to be heated by other methods. Such heating can be done by electron bombardment sources \cite{6}.

The PVD laboratory is equipped with a bent e-beam evaporator, and resistance evaporation installations - of which some are placed in the controlled zone for the evaporation of actinides. In this article we will focus on the installations outside the controlled area. The reported procedures and results of thin film analyses can be applied in the cases of evaporation and deposition of active materials.
LiF and $^6$LiF vapour deposition set-up
The LiF deposition set-up uses resistive heating to sublimate LiF powder. The latter is placed into tantalum crucible and the substrate is fixed into a specially designed substrate holder which is attached to a holder disk by a flange (Fig. 1). The disk is rotated through a gearbox allowing uniform distribution of the condensing vapours. Typical evaporation rates fall between 0.03 - 0.22 nm/sec. During evaporation the thickness of the LiF deposit is controlled by a thickness monitor (see below).

![Figure 1. Overview of the LiF and $^6$LiF vapour deposition set-up.](image)

Gold vapour deposition set-up
The vapour deposition set-up for gold uses also resistance heating to melt and volatilize the gold material. The positioning of the substrate and the thickness monitor are somehow different as for the LiF vapour deposition set-up. The gold set-up is designed with a universal substrate holder which is rotated with the help of the built in carousel. Typical deposition rates range from 0.03 - 0.25 nm/sec.

Bent beam e-gun for deposition of $^{10}$B
For the evaporation of $^{10}$B, a bent beam electron bombardment source is used for the heating of the charge material (the material to be evaporated). It has excellent beam quality and optimal beam deflection. What is more important it allows evaporation of materials with high meltingpoint. High evaporation rates can be obtained through vertical beam impingement. Other properties include x,y - beam deflection and all-round evaporation at an angle of 110°.

![Figure 2. Bent beam e-gun and crucible for deposition of $^{10}$B](image)
Evaporation procedure

The target substrate (backings) is placed at a fixed position fixed into the substrate holder. The source charge (the material to evaporate) is added into the crucible. Small chunks of $^{10}$B are placed into the crucible of the e-gun (see Fig. 2). During evaporation it will retain its shape and will only melt partially at the point of beam impact. The chamber is evacuated to pressures of about $3.10^{-8}$ Pa. Low vacuum ensures sufficient mean free path of the volatilized particles and reduces the contamination. The evaporation is carried at low and moderate rates to reduce the chance of backscattering of particles within the vapour flux and rapid nucleation and grain growths on the substrate. The film growth is also monitored with an acoustic impedance thickness monitor.

Thickness control during deposition

The deposition process is controlled by a quartz crystal resonator (QCR) thickness monitor. The quartz crystal oscillates in a thickness shear mode (TSM). The sensor consists of a thin AT-cut quartz with metal electrodes on both sides. It is an electro-mechanical device that can be used to characterize materials bound to its surface. The crystal is used as the frequency determining element of an electronic oscillator whose output frequency equals one of the crystal proper frequencies - preferably the fundamental. The alternating electric field applied to the electrodes produces a bulk acoustic wave in the crystal (and the material bound on its surface). The frequency of the wave is modulated by the amount of the material and can give information on the amount of material bound to the crystal.

The sensor is placed as near as possible to the substrate. It “measures” the thickness indirectly and therefore its reading needs to be corrected by three parameters (Fig. 3):

- Tooling Factor - compensates for geometrical factors (Fig. 3) coming from the relative position of the sensor and the substrate with respect to the source charge
- Acoustic impedance - correction for acoustic impedance mismatch between the crystal and the condensing material
- The third parameter required to measure the thickness by the acoustic impedance sensor is the density of the evaporated material

![Diagram](image)

Figure 3. Parameters entering the calculation of the tooling factor - compensating for the relative positions of substrate, source and sensor crystal (x-tal).

The acoustic impedance and the density of the deposited material can be found in reference tables. The tooling factor is calculated from the relative position of the vapour source, the substrate and the sensor. The uncertainty of the thickness determined by the thickness monitor is most affected by the tooling factor and therefore the relative positions of the source, substrate and sensor should be known with significant precision. Provided that no other effects affect the deposition process and that the flux of vapour particles is uniform, the uncertainty of the thickness monitor reading is of the order of ± 5 nm.

Targets characterization

It was already mentioned that the thickness is monitored by indirect measurement - calculated from the deposition rate at the vicinity of the substrate. The deposited thickness is corrected for material density and relative position. Such a measurement can only be used to control the deposition process and not to characterize the resulting thin film.
Various characterization techniques are used: from simple weighing, and dimensional measurement of the larger targets to more sophisticated micro-probe and optical methods. Universal method for film thickness measurement is not available. The particular characterization method is selected with respect to the physical and chemical properties of the thin film.

In the cases where the sample is the limiting factor for the resolution of the nuclear measurement the thickness and the area of the target can introduce a significant uncertainty. To a first approximation the uncertainty of the cross section is proportional to the uncertainty of the thickness and/or the area of the target. The important parameter is the amount of particles per unit target material; when the particles are those which take part in the nuclear reaction the, impurity of the material should be known.

**Spectrophotometry**

For optically transparent materials spectrophotometric measurements can be used to determine the thickness of the backing and the deposited layers. The principle is based on reflection and transmission through thin layers and observing the resulting interference picture. The thickness is derived from the difference in the optical path between the reflected and refracted ray of light passing through the film. The necessary input data are the spectral refractive indices of the materials through which the rays are propagating. If there are not available, a calibration of the system is made [7].

The thickness of the LiF, polyimide foils and the boron films is determined by spectrophotometric measurements. For non optical materials (gold) and to verify the thickness values obtained by spectrophotometric measurements and by the quartz crystal thickness monitor alternative *direct* methods have to be used. For example the thickness values for LiF obtained by the thickness monitor and the spectrophotometric measurements (Table 1) differ significantly (more than the experimental uncertainty) which indicates that the UV Vis spectrometer has to be recalibrated for LiF thickness measurements. The thickness was calculated using the empirical value of the spectral refractive index of LiF $\text{n}(\lambda)$.

**α-particles spectroscopy thickness measurements**

The measurement of the energy lost by α-particles on passing through a thin layer is an accurate method for thin film thickness measurements [8], [9]. The important condition here is that the thickness of the film and/or the backing has to be smaller than the range of the α-particles in the respective materials. Another limiting factor of the method is the minimal thickness that can be measured which depends on the width of the α-peak. Typical energy spectra of α-particles are given on Fig. 4. The method can be used to map or scan the thickness distribution of the film and the backing. An important condition for achieving high thin film thickness accuracy is good stability of the measurement system and good energy resolution.

![Figure 4. Thickness measurements by α-particles energy loss.](image)
Comparison of the results

Thin film measurements of gold layers, polyimide foils and LiF films are compared. The results are reported in Table 1. The values obtained by the different methods for the LiF layers are significantly different. This discrepancy has been explained with the nature of the operation of the thickness monitor (i.e. it determines the film thickness by indirect calculation of the deposited material) and the difference in the calibration of the spectrophotometric thickness measurement. The $\alpha$-particles energy loss was measured with low counting statistics. The experiment was performed as first feasibility study of its applicability to film thickness measurement.

**Table 1. Thin film thickness measurements by various methods, $\mu g/cm^2$ (*thickness calculated using the spectral refractive index of LiF $n(\lambda)$).**

<table>
<thead>
<tr>
<th>sample</th>
<th>thickness monitor</th>
<th>photospectrometry</th>
<th>$\alpha$-spectroscopy</th>
</tr>
</thead>
<tbody>
<tr>
<td>LiF on Al</td>
<td>50 ± 2%</td>
<td>11.1 ± 2%</td>
<td>n.a.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(or 66 ± 2%)*</td>
<td></td>
</tr>
<tr>
<td>PI foil</td>
<td>n.a.</td>
<td>32.1 ± 2%</td>
<td>31.3 ± 1%</td>
</tr>
<tr>
<td>Au on PI foil</td>
<td>50 ± 2%</td>
<td>n.a.</td>
<td>54.8 ± 1%</td>
</tr>
</tbody>
</table>

Effect of surface roughness on the LiF film thickness measurements

To explain the large difference between the LiF thickness value from the thickness monitor and the measurements with the spectrophotometer the influence of the substrate (backings) surface roughness on the spectrophotometric thickness measurement was studied. Five Al backings were polished to different surface roughness - 6, 8.4, 15.3, 18.3, 21.8 $\mu m$, and as received. The results showed unambiguously that the thickness measurements by spectrophotometry do not depend on the surface conditions regarding the roughness (Fig. 5). The accuracy however depends on the reflectivity of the backing. The wavelength of the interference fringes might not be detectable if the reflectivity is small (high surface roughness leads to scattering of the incident light).

**Figure 5. LiF film thickness measurement by spectrophotometry as a function of the substrate roughness.**
Thickness measurements with atomic force microscopy

The absence of any large observable effects of surface conditions on the thickness measurement reduces the problem of accurate thickness measurement to calibration of the thickness monitors, and the spectrophotometer. Simple and highly accurate procedure is to measure the thickness with an atomic force microscope (AFM). AFM measurements can produce thickness values with an accuracy approaching 0.1 nm and can be used to measure the thickness of optical, non optical, conductive and non conductive materials. The selected procedure of calibration is the following: using focused ion beam (FIB) a thin narrow channel is made into the film by sputtering (milling) the film down to the substrate material. The accuracy of milling using FIB can easily approach one atomic layer. A transverse scan(s) of the groove is carried out with the probe of the AFM and the depth of the layer can be determined. The uniformity of the layer can be investigated by making several grooves into the thin film layer.

Film thickness measurement with atomic force microscope (AFM) - a thin microscopic grove is milled using focused ion beam (FIB) down to the substrate material. The depth of the groove is measured by atomic force microscope (AFM) as shown in the illustration. Although FIB may sputter grooves with microscopic sizes, it is a destructive technique. In addition some of the impact ions are captured into the target material/film and remain implanted which produces changes in the target composition.

Ongoing and future work

Alternative methods for film thickness measurements

- ellipsometry - uses the change in the polarization of light upon reflection (or less commonly transmission) from material [10]. Analysis of the reflected light, knowing the properties of the incident light allows for determination of the refractive index, \(n(\lambda)\), and also the thickness(es) of the material. Additionally, it is also possible to characterize more complex multilayered films. Measurements are carried out at a range of incidence angles and wavelengths. The properties of the investigated film are determined by modeling the film and comparing (fitting) the measured and the calculated data. Ellipsometry is accurate measurement technique which does not require initial calibration as ratios between the incident and the refracted/transmitted light are calculated. It is non destructive but only suitable for optical films;
- \(\alpha\)-particles spectroscopy - it was shown that \(\alpha\)-particles may be used for measurement of the film thickness. At present an experimental set-up for \(\alpha\) - spectroscopic film thickness measurement is available mainly for the measurement of PI foils and thin film deposits on PI films, especially gold and \(^{10}\)B, which cannot be measured by optical methods.
- prism film coupling method (also known as m-line spectrometry) - the film is placed in contact with the prism; light is guided by the prism onto the film which selects only those modes which are inclined at the correct coupling angles for guiding. An image is projected on a screen and contains several dark lines corresponding to guide mode of the film and are called m-lines from where the name of the technique[11] [12]. The angle between the m-line and the central position of the non refracted ray is measured and used to calibrate the coupling angles from which is calculated the thickness of the film. The main advantage of the technique is that films with significant absorption or scattering losses can be analyzed. A disadvantage is that the contact may “damage” the thin layer.

Preparation and analysis of lithium metallic targets

In the literature - preparation by pressing (thick targets) and vacuum deposition [13] or even more advanced sputtering deposition technique [14] are reported. The major problems arise from the chemical activity of pure lithium. Li\(_2\)O has the highest affinity to oxygen among the alkali metals, reacts with nitrogen and diffuses in metals. The metallic state lithium is highly flammable.

Post test analyzes - XRD to study the evolution of the Lithium layer - test the stability and fractions of Li-Li\(_2\)O; XRD tests at few time intervals after deposition to measure the evolution of the Li-LiO ratio.

Alternatives comprise the deposition/application of protective sealing cladding of material/element with suitable nuclear properties (e.g. Zr clad on Li layer, polyimide foils, etc). Experiments of using stainless steel protective cladding [14] provided short term protection but subsequently diffusion and oxidation of Li has been observed. Another possibility is
immersion in Si oil or cooling down to liquid nitrogen temperatures in order to reduce the reaction rates. Post deposition handling of the sample is crucial for its stability.

**Theoretical calculation of film thickness distribution**

This work intends to support the film characterization and help better understand film growth and thickness distribution from point and real source charge. Given the specific geometry and test parameters of the vapour deposition experiment theoretical calculation of the resulting film thickness are underway using Monte-Carlo techniques. The simulation uses as a starting point equations based on the Hertz-Knudsen vaporization equation. Parameters such as source and substrate diameter, type of evaporation species, melting temperature, source-substrate distance, ambient and partial vacuum pressure are currently used in the calculations. The measured thickness is used to compare, verify the theoretical calculations, and to improve and develop the theoretical model.

**PI films preparation and analysis**

For high accuracy fission fragment and α-particles spectroscopy thin substrate foils are necessary to keep the energy loss of the fission fragment minimum. Polyimide foils have number of advantages and are used as substrate foils for targets. The target preparation group has long experience in producing the polyimide foils and is still working on the optimization of their fabrication and properties.

**Conclusions**

At the target preparation the PVD lab has successfully resumed its operation. Thin LiF, $^{10}$B, Au, and actinide film targets can be readily prepared. The deposition monitoring has been improved by optimising the design of the deposition system and by precise determination of the deposition parameters. In this article we have shown that the use of only the thickness monitor for the characterization of the thin film thickness is insufficient to characterize the resulting deposits. The challenges to face for the thin film target preparation lab are improvement in the characterization of the deposited films and of the in-house produced backings (i.e. the PI foils). New methods like ellipsometry and m-line spectroscopy for thickness measurements are being tested and investigated. Calibration of the acoustic impedance thickness monitors is underway for better in-situ deposition control. In addition theoretical calculations are carried out to better understand the effect of various deposition parameters on the film growth and properties.
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Abstract: A consistent procedure for the determination of the covariance matrix due to model defects is presented. The method relies on a comparison of nuclear model calculations with corresponding experimental data at neighbouring nuclei for which one expects a description of similar quality. The method was successfully applied to the most important neutron-induced reaction channels of $^{55}$Mn. The model defects were determined for a nuclear model based on TALYS calculations, where the latter were performed with a specific optical potential.

Introduction

The development of novel nuclear technologies and radioactive waste incineration methods require an extension of the energy range beyond the standard of 20 MeV as well as inclusion of uncertainty information in evaluated nuclear data files. In principle nuclear data evaluation is a statistical process which is performed by means of Bayesian statistics. Unfortunately above an incident neutron energy of about 20 MeV there is a scarcity of experimental data. Therefore the evaluations at energies beyond 20 MeV depend strongly on the used priors, which are usually generated via nuclear models. Most of the current methods for the generation of priors account only for parameter uncertainties to evaluate the covariance matrices. However, there are additional uncertainties due to model defects, because in general nuclear models cannot reproduce all experimental reaction data, even exploiting there full parameter range. It is therefore important to include the uncertainties due to model defects into the prior. In the absence of a strict mathematical basis one aims at an almost unbiased procedure which extract model defects from experimental data. Only recently, a procedure for a reliable estimate of model defects has been proposed [1].

In this contribution we extend this procedure and apply it to a larger data set. In the second section the basics of the method are outlined in detail. In the section “Results”, as a first example, the method was successfully applied to determine covariance matrices due to model defects of TALYS calculations [2] for neutron-induced cross sections of $^{55}$Mn. Conclusions and an outlook are given in the final section.

Formulation of model defects

The formulation of model defects is hampered by the fact that failures are of non-statistical nature and cannot be determined via theoretical considerations within the considered nuclear model. It is therefore required to involve experimental data in the procedure, keeping in mind that double counting has to be avoided, e.g. by considering only corresponding data from neighbouring nuclei, which are not used in the evaluation (see [1]). In the following we apply the concept of [1] restricting ourselves to the so-called scaling procedure. This has the advantage that not only we can deal with scarce experimental data sets, but it also directly reflects the deficiencies of the underlying nuclear model.

We can start the procedure assuming that we can use experimental data from $N$ neighbouring isotopes, $n=1,...,N$ for which it is believed that the nuclear model works for the included reaction channels, $c$, equally well as for the considered nucleus. The energy region is divided into $M$ bins with energy $E_m$, $m=1,...,M$ at the centre of the $m$th bin. A bin width of 0.5 MeV was used by default. However, the bin width is widened if in this energy bin there are experimental data for less than a certain number of isotopes, e.g. 5, available. Within the procedure an overall scaling factor $D^{(c)}$ for the channel $c$ is defined by averaging over the isotopes,

$$D^{(c)} = \frac{1}{N^{(c)}} \sum_{n=1}^{N^{(c)}} \langle D_n^{(c)} \rangle,$$

where the scaling factor per isotope averaged over all energy bins $1,...,M$ is given by
\[ \langle D^{(c)}_n \rangle = \sum_{m=1}^{M} w^{(c,n)}_m \langle D^{(c)}_n (E_m) \rangle, \quad (2) \]

Due to the chosen weights,

\[ w^{(c,n)}_m = \frac{\sigma_{th}^{(c,n)}(E_m)}{\sum_{n=1}^{M} \sigma_{th}^{(c,n)}(E_m)}, \quad (3) \]

the overall scaling factor is dominated by those with the highest values of the cross section. The quantity

\[ \langle D^{(c)}_n (E_m) \rangle = \sum_{j \in \text{Ebin}(E_m)} w_{j,c,E_n}^{(c,n)} \frac{\sigma_{ex}^{(c,n)}(E_j)}{\sigma_{th}^{(c,n)}(E_j)} \quad (4) \]

is the scaling factor in the energy bin characterised by \( E_m \). The index \( j \) refers to the \( j \)-th experimental point in the energy bin \( m \) for the isotope \( n \) and channel \( c \). The abbreviations ‘ex’ and ‘th’ refer to experimental and theoretical (model) cross sections, respectively. The chosen weight,

\[ w_{j,c,E_n}^{(c,n)} = \frac{\sigma_{th}^{(c,n)}(E_j)}{\sum_{j \in \text{Ebin}(E_m)} \sigma_{th}^{(c,n)}(E_j)}, \quad (5) \]

is in accordance with Eq. (3) and is defined for each experimental data point. Thus the covariance matrix for model defects can be defined in the following way,

\[ \langle \Delta\sigma^{(c)}(E_m) \Delta\sigma^{(c)}(E_m) \rangle = \sigma_{ex}^{(c)}(E_m) \sigma_{th}^{(c)}(E_m) \times \]

\[ \frac{1}{\sqrt{N^{(c)}(E_m)}} \sum_n \left[ \left( \langle D^{(c)}_n (E_m) \rangle - D^{(c)}(E_m) \right)^2 \right] \]

\[ + \delta_{\alpha,\beta} \delta_{mn} \left[ \left( \langle D^{(c)}_n (E_m) \rangle \right)^2 - \left( \langle D^{(c)}_n (E_m) \rangle \right)^2 \right] \quad (6) \]

Here \( N^{(c)}(E_m) \) is the number of isotopes for which sufficient experimental data are available to evaluate \( \langle D^{(c)}_n (E_m) \rangle \). The first term in the sum is due to the defect of the model and represents systematical errors, whereas the second term accounts for the uncertainties in the scaling factor as a result of the fluctuating experimental data. The second term is the variance of the scaling factor in a certain energy bin \( m \) and channel \( c \) with,

\[ \left( \langle D^{(c)}_n (E_m) \rangle \right)^2 = \sum_{j \in \text{Ebin}(E_m)} w_{j,c,E_n}^{(c,n)} \frac{\sigma_{ex}^{(c,n)}(E_j)}{\sigma_{th}^{(c,n)}(E_j)} \quad (7) \]

The corresponding correlation is defined as usual,

\[ C^{(cc)}(E_m,E_n) = \frac{\langle \Delta\sigma^{(c)}(E_m) \Delta\sigma^{(c)}(E_n) \rangle}{\sqrt{\Delta^2\sigma^{(c)}(E_m)} \sqrt{\Delta^2\sigma^{(c)}(E_n)}}. \quad (8) \]

In the denominator of the correlation matrix the square root of the two diagonal covariance matrix elements for the bin \( m \) and \( n \) appear. The number \( N^{(c)}(E_m) \) can be different for each energy bin. Therefore we approximate the normalisation of the covariance matrix as in Eq. (6). This normalisation accounts for the non-statistical nature of this formulation. However we know that the cross-correlations between two reaction channels and off-diagonal elements in the correlation can be slightly under-predicted.
Results

In a first actual application of the method outlined above we estimated the model defects of TALYS-1.0 calculations of neutron-induced cross sections of $^{55}$Mn in the energy range 1-150MeV. For the estimate we use all cross section data of isotopes between $^{40}$Ca and $^{65}$Cu (excluding those of $^{55}$Mn), Fig. 1, which are available in the EXFOR Data Library [3]. In addition we used these data to optimise the optical potential and level density parameters for this isotope region. Using the same parametrisation as Koning and Delaroche [4] and a global parametrisation for the level densities in the constant temperature model (CTM) and adjustment factors for the alpha optical model as in TALYS [2] we obtained slightly different values of the parameters, which are given in Tab. 1.

**Table 1. Optical model and level density parameters for Sc-Ni region**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r_e = 1.295 - 0.3814 \cdot A^{-1/3}$</td>
<td>0.661 - 0.3940 \cdot 10^{-3} A^{-1/3}</td>
</tr>
<tr>
<td>$v_1 = 64.41 - 20.23 (N - Z)/A - 0.113 A$</td>
<td></td>
</tr>
<tr>
<td>$w_2 = 80$</td>
<td>1.414 - 0.0389 \cdot A^{1/3}</td>
</tr>
<tr>
<td>$r_{sd} = 0.351 + 3.2452 \cdot 10^{-3} A^{-1/3}$</td>
<td></td>
</tr>
<tr>
<td>$d_1 = 19.59 - 64.95 \cdot \frac{N - Z}{A}$</td>
<td>0.0318 - 0.149 \cdot 10^{-3} A</td>
</tr>
<tr>
<td>$d_2 = 24.91 - 0.270 \cdot A$</td>
<td></td>
</tr>
<tr>
<td>$r_{so} = 1.000$</td>
<td>0.665</td>
</tr>
<tr>
<td>$a_{so} = 0.665$</td>
<td>$v_{so} = 7.375$</td>
</tr>
<tr>
<td>$w_{so1} = 0.0038$</td>
<td>$w_{so2} = -3.5$</td>
</tr>
</tbody>
</table>

For the covariance matrices due to model defects cross section data of 34 isotopes in the vicinity of $^{55}$Mn were used. An overview of included reaction channels in the considered energy range is given in Tab. 2.
Table 2. Number of isotopes and data points per reaction channel

<table>
<thead>
<tr>
<th>channel</th>
<th>n,tot</th>
<th>n,non</th>
<th>n,el</th>
<th>n,inl</th>
<th>n,2n</th>
<th>n,p</th>
<th>n,α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nr. of isotopes</td>
<td>23</td>
<td>8</td>
<td>21</td>
<td>15</td>
<td>14</td>
<td>24</td>
<td>15</td>
</tr>
<tr>
<td>Nr. of data points</td>
<td>200162</td>
<td>173</td>
<td>2151</td>
<td>1666</td>
<td>1259</td>
<td>2498</td>
<td>772</td>
</tr>
</tbody>
</table>

The square root of the diagonal elements of the covariance matrix, Eq. 6, yields the uncertainties due to model defects shown as blue error-bands. The reaction cross sections, Fig. 2-9, obtained with TALYS (Tab. 1) are shown by black dotted lines and multiplied with the scaling factor by black solid lines. In addition data from different evaluated libraries and experimental data (red points) of $^{55}$Mn are also shown.

Figure 2. (n,tot) with scaling factor = 1.013
Figure 3. (n,non) with scaling factor = 0.971

The uncertainty for the total cross section (n,tot) is about 7% up to 60 MeV and goes down to about 1.5% for higher energies. For the (n,non) reaction model defects uncertainties are about 10% and for energies above 30 MeV about 17% estimated from 3 isotopes contributing.

Figure 4. (n,el) with scaling factor = 1.004
Figure 5. (n,el) with scaling factor = 1.004

The elastic reaction channel (n,el) shows a relative error of about 7% up to an energy of 20 MeV. One can see that the JEFF-3.1 and a recent evaluation of Karlsruhe [5] are within the uncertainties. Above 20 MeV the error goes up to 15% whereas only one isotope, i.e. natural copper at 136 MeV, contributes to the calculation.

Figure 6. (n,inl) with scaling factor = 1.002
Figure 7. (n,2n) with scaling factor = 0.980
For the inelastic cross section channel \((n,\text{inl})\) the mean relative error is about 12% and for the \((n,2n)\) reaction channel about 25%.

**Figure 8.** \((n,\alpha)\) with scaling factor = 0.899

Both the \((n,\alpha)\) and \((n,p)\) reaction channels show a mean uncertainty of about 40%. With regard to the global ansatz for the model defects and the number of near by isotopes used for the calculation a relative error of 40% for the \((n,\alpha)\) and \((n,p)\) reaction is not large. In general the total and the elastic cross sections are described very well by the model. Also the inelastic scattering and \((n,2n)\) reactions are well reproduced by TALYS. The evaluated files like JEFF-3.1 and Karlsruhe evaluation [5], which was based on calculations with the code GNASH, are within the error bands of our estimate.

**Figure 9.** \((n,p)\) with scaling factor = 1.068

Figs. 8 and 9 show the correlation matrix of the total cross section. A systematic failure, i.e. a slight underestimation, above 60 MeV can be seen. However, the uncertainty is only about 1.5%. Between 20 and 60 MeV a sizeable correlation is obtained due to an underestimation.

**Figure 10.** correlation \((n,2n)\) with \((n,2n)\)

In the correlation matrix of the \((n,2n)\) reaction, Fig. 10, at about 20 MeV a significant correlation is seen which is the consequence of a systematic overestimate of the calculated cross section. The peak of the \((n,2n)\) reaction cross section at about 17 MeV does not show any correlation with higher energies. At about 13 MeV the rising slope of the \((n,2n)\) reaction...
cross section is weakly correlated with higher energies due to a global overestimation in the model.
For the \((n,\alpha)\) reaction channel, Fig. 11, an anti-correlation of high and low energies is obtained as a result of an underestimation at lower and an overestimation at higher energies.

**Figure 12.** correlation \((n,p)\) with \((n,\alpha)\)

**Figure 13.** correlation \((n,\alpha)\) with \((n,2n)\)

All correlations and cross-correlations between different reaction channels, Tab. 2, have been evaluated. In Fig. 12 we show the cross-correlation of the \((n,p)\) and \((n,\alpha)\) channels which are almost complete anti-correlated. Additionally the cross-correlation of \((n,\alpha)\) and \((n,2n)\) is shown in Fig. 13.

**Conclusions**

We have slightly modified the recent formulation of model defects [1] and applied to an actual evaluation problem of neutron-induced cross sections of \(^{55}\text{Mn}\). The comparison of the model uncertainties with several evaluated nuclear data files demonstrate that our formulation leads indeed to reasonable estimates of the model defects. The situation is expected to improve for those nuclei, where more experimental cross section data are available. Further applications to oxygen and lead isotopes are in progress.
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Abstract: The PGAA-NIPS facilities operated by the Institute of Isotopes at the Budapest Research Reactor’s cold neutron guide are major sources of high quality radiative thermal neutron capture data. The ingredients of our methodology determining radiative neutron capture cross sections will be presented, including the sources of their uncertainties and the limitations of the applied methods. The methods worked out for separated isotope samples will also be described. Limitations due to the complex gamma-ray spectra are shown through an example of the $^{101}\text{Ru}(n,\gamma)^{102}\text{Ru}$ reaction measured on an enriched sample at our facilities.

Introduction

Neutron capture cross sections play an important role in several fields of application. Specifically, thermal neutron cross sections are anchor points for broad energy range differential cross section measurements. They help to decide on the existence and magnitude of negative resonances, to calculate the direct neutron capture contribution to the total capture, and in discovering systematic uncertainties in differential experiments. Detailed gamma spectroscopic information with partial gamma-ray production cross sections can be used to calculate gamma heat in power reactors and in accelerator driven systems for nuclear waste transmutation. Furthermore, it also helps to improve nuclear model calculations for nuclear astrophysics [1].

The PGAA-NIPS facilities operated by the Institute of Isotopes at the Budapest Research Reactor’s cold neutron guide are major sources of high quality radiative thermal neutron capture data, and are continuously improved. In this article we will present the ingredients of our methodology in determining capture cross sections, the sources of their uncertainties and the limitations of the applied methods. We are extending our measurements of library reference spectra from elemental samples to separated isotope samples to improve the precision for the weaker $\gamma$-rays of a given isotope.

Experimental facility

Our experimental facility has been already described many times [2], so we will give here only a brief summary. The neutron beam is transported by a super-mirror neutron guide from the liquid hydrogen cooled neutron source of the Budapest Research Reactor to the experimental area and it is split at the end of our guide to serve the two measuring stations. The facility is dual-purpose: neutron induced prompt gamma ray spectroscopy or NIPS, and its application, namely prompt gamma activation analysis or PGAA.

The NIPS facility has been designed for a large variety of experiments, for example studying nuclear reaction-induced prompt and delayed gamma radiation, $\gamma-\gamma$-coincidences, and in-beam imaging of samples or following catalytic processes. The thermal equivalent neutron fluxes are $1.5\times10^8$ n cm$^{-2}$ s$^{-1}$ and $5\times10^7$ n cm$^{-2}$ s$^{-1}$ at the PGAA and NIPS sample positions, respectively. The new 27% efficiency PGAA main detector has an active BGO shield, which is used in Compton-suppression mode and a new 16-stage sample changer is available for elemental analysis of samples. Three other HPGe detectors are available to experiments with the NIPS station. Cross section measurements can be done on both stations depending on the nature of the experiments. We prefer to use the PGAA station for high quality prompt gamma experiments. For activation, however, the NIPS station is favoured. The sample preparation methods for the experiments were discussed earlier [3].
Isotopic cross section determination methods and their uncertainties

Our main starting point in measuring unknown sample cross sections is the data base of elemental partial gamma-ray production cross sections that has been measured since 1995 for PGAA applications at our laboratory [4-7]. The basic comparator equations [8, 9] for the cross section evaluation of elements are

\[ \sigma_{\gamma_x} = \sigma_{\gamma_c} \frac{n_x}{n_c} \frac{A_{\gamma_x}}{A_{\gamma_c}} \frac{\epsilon(E_{\gamma_x})}{\epsilon(E_{\gamma_c})} \frac{f(E_{\gamma_x})}{f(E_{\gamma_c})} \]

where \( \sigma_{\gamma_x} \) is the elemental partial \( \gamma \)-ray production cross section, \( n \) is the number of atoms of the element, \( A \) is the measured peak area at energy \( E_{\gamma} \), \( \epsilon \) is the detector efficiency and \( f \) is a correction factor for neutron and \( \gamma \)-ray attenuations in the sample. The indexes \( c \) and \( x \) stands for the comparator and unknown, respectively. The second equation defines the elemental partial \( \gamma \)-ray production cross section with measurable nuclear constants, where \( \theta \) is the isotopic abundance and \( \sigma_{th} \) is the thermal capture cross section of the progenitor isotope of the element, while \( P_{\gamma} \) is the absolute \( \gamma \)-ray emission probability of the daughter. If the \( \sigma_{\gamma} \) is used for natural abundance elemental PGA analysis then the \( \sigma \) is unique for the element and it is not necessary to know which isotope it belongs to. Isotopic identifications in our elemental library were made by R. Firestone [4, 6], which makes it possible to use it for isotopic analysis as well.

We have recently started to measure enriched sample cross sections and compositions within the EFNUDAT project. They enable to increase the precision of the partial \( \gamma \)-ray cross measurements by suppressing the presence of \( \gamma \)-rays from other isotopes and enhance weak transitions of the isotope under study. Since enriched samples are usually not available in the desired compound or mixture form for using the comparator method, other ways have to be used for the determination of partial \( \gamma \)-ray cross sections. For this purpose, we introduce the partial \( \gamma \)-ray production cross section for a mono-isotopic sample \( \sigma_{isotope-\gamma} \). If the \( \gamma \)-ray of the isotope is observed in the elemental spectrum, it is easy to calculate the isotopic cross section \( \sigma_{isotope-\gamma} \) using the Eq. (1b).

\[ \sigma_{isotope-\gamma} = \sigma_{\gamma} / \theta = P_{\gamma} \sigma_{th} \]

The partial \( \gamma \)-ray cross sections of other \( \gamma \)-rays in the enriched isotope spectrum can then be obtained from the following comparator equation

\[ \sigma_{\gamma_x} = \sigma_{\gamma_c} \frac{A_{\gamma_x}}{A_{\gamma_c}} \frac{\epsilon(E_{\gamma_x})}{\epsilon(E_{\gamma_c})} \frac{f(E_{\gamma_x})}{f(E_{\gamma_c})} \]

Achievable uncertainties using Eq. (3) are shown in Table 1.

**Table 1.** Origin, type and estimate of uncertainties in Eq. (3).

<table>
<thead>
<tr>
<th>Factor number</th>
<th>Type of error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Derived from primary (H) or secondary (Cl, N...) standards (table or dedicated experiment)</td>
<td>Systematic (~ 1%)</td>
</tr>
<tr>
<td>2. Uncertainty can be decreased by time or by count rate</td>
<td>Statistical</td>
</tr>
<tr>
<td>3. Uncertainty can be decreased to systematic level (This can be minimized by improving standards)</td>
<td>Statistical + [systematic, 0 at pivot (( E_{\gamma_c} ) point), (~ 1%)]</td>
</tr>
<tr>
<td>4. Can be measured or calculated using attenuation models (Thin sample minimizes the uncertainty)</td>
<td>Statistical + systematic (~ 1%)</td>
</tr>
</tbody>
</table>

To improve the precision of the partial cross sections we have put a large effort into reducing uncertainties in the \( \gamma \)-ray intensity data for calibration sources to minimize the uncertainty of the detector efficiency ratio (3rd term in Eq. (3)).

**Improvement of data from calibration sources**

The \( \gamma \)-ray detection efficiency can be determined using radioactive and high energy reaction standards. The detector efficiency in the range of few keV to 5 MeV can be measured comfortably with a set of well selected radioactive calibration sources. A recent effort coordinated by the International Atomic Energy Agency (IAEA) [10, 11] summarized those works on which we have concentrated for the higher energy radioactive sources such as \(^{56}\)Co.
[12], $^{66}\text{Ga}$ [12] and $^{226}\text{Ra}$ [13]. For even higher energies up to 11 MeV, radiative neutron capture reactions provide standards. The most useful standards are the $^{14}\text{N}(n,\gamma)$, $^{36}\text{Cl}(n,\gamma)$, $^{48}\text{Ti}(n,\gamma)$, and $^{51,53,54}\text{Cr}(n,\gamma)$ reactions that have been measured with high precision at our laboratory [11]. An even newer effort was made to provide new intensities for the primary $^{14}\text{N}(n,\gamma)$ standard reaction, which was based solely on basic principles [9, 14]. We have also put a great deal of effort in the description of detector efficiency by analytical functions for HPGe detectors [15, 16] and for the description of efficiency ratios as it appears in Eq. (1) or (3) [17, 18].

**Total capture cross sections**

In the majority of the neutron capture cases the compound nucleus loses its excitation energy by releasing a series of $\gamma$-rays after neutron capture. In this case the cross section can be determined by the detection of $\gamma$-rays. In this section the methods used to do this in our laboratory are reviewed. Table 2 summarizes these methods.

**Table 2. Methods for determination of radiative capture cross sections.**

<table>
<thead>
<tr>
<th>Method</th>
<th>Equation</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\sigma_{th} = \frac{\sigma}{\theta P_{\gamma}}$</td>
<td>$P_{\gamma}$ must be known, for example from beta decay if the captured nucleus is unstable.</td>
</tr>
<tr>
<td>2</td>
<td>$\sigma_{th} = \sum_{i=1}^{n} \sigma_{i} C_{i}(1 + \alpha_{i})(1 + PCC_{i})$</td>
<td>The sum of all primary transitions from the capture state can be used for nuclei with a relatively simple decay scheme. Conversion $\alpha$ and pair conversion PCC coefficients must be known for methods 2-5.</td>
</tr>
<tr>
<td>3</td>
<td>$\sigma_{th} = \sum_{i=0}^{n} \sigma_{i} g_{i}(1 + \alpha_{i})(1 + PCC_{i})$</td>
<td>The sum of all ground state transitions can be used for nuclei with a relatively simple decay scheme.</td>
</tr>
<tr>
<td>4</td>
<td>$Q = \min \left( \sum_{T \leq \theta \leq 1} (T_{\theta} - \sigma_{th}) w_{\theta,\theta} (T_{\theta} - \sigma_{th}) \right)$</td>
<td>Well balanced and relatively simple decay scheme. See Ref. [9, 14] for definition of $T$ and $W$.</td>
</tr>
<tr>
<td>5</td>
<td>$\sigma_{th} = \sum_{E_{i} \gamma_{i}} E_{i} \sigma_{i} (1 + \alpha_{i})(1 + PCC_{i})/B_{n}$</td>
<td>The energy weighted sum can be used for any nuclei with resolved gamma-transitions. $E_{i}$ is the energy of the transition, $B_{n}$ is the binding energy.</td>
</tr>
</tbody>
</table>

These methods have already been explained in the NEMEA4 workshop [19], except method 4, which can be found in Refs. [9, 14]. The question arises: for which nuclei can these methods be applied. Before we try to explain it let us review, from a spectroscopy point of view, examples for spectra of various complexities. In Figure 1 four spectra of different complexity can be seen.

The spectrum of $^{14}\text{N}(n,\gamma)$ is considered to be simple with about 80 transitions. The highly enriched (99.5%) $^{57}\text{Fe}$ ($n,\gamma$)-spectrum is manageable with about 600 transitions. The similarly highly enriched (93.9%) $^{101}\text{Ru}$ ($n,\gamma$)-spectrum is already very complex with about 1200 resolvable transitions, while the natural Eu($n,\gamma$) is extremely complex, though the number of resolvable peaks is smaller than in the case of $^{101}\text{Ru}$.

Method 1 (activation) can be applied for any spectral complexity provided the final nucleus is not stable and after its decay it releases measurable $\gamma$- or X-rays. Its precision for cross section determination depends on the precision of the $P_{\gamma}$ value. Methods 2-4 are only applicable for nuclei with a manageable decay scheme (up to ~500 $\gamma$-rays). A limitation can be the unobserved conversion electron intensities. Method 5 is applicable for spectra with resolvable $\gamma$-lines (up to ~700-800 $\gamma$-rays). An example for the $^{58}\text{Ni}(n,\gamma)$ reaction was shown by Zoltán Kis during this workshop. Again the limitation can be the unobserved conversion electron intensities. We have to mention that this method is similar to the weighting function method used with $\text{CdFe}_{2}$ detectors [20].

In more complex cases a quasi continuum of $\gamma$-rays appears in the spectra as seen in Eu($n,\gamma$). A possible approach is stripping or deconvolution of the spectra with a few-percent accuracy.
Figure 1. Spectra of various complexities.

Alternatively, measurements with C₆D₆ detectors or total absorption detector are needed with a highly enriched sample.

Completeness and Example

The Q-value test, equivalent to method 5, is used to test completeness of level schemes. The test requires a good knowledge of the total radiative capture cross section. However we can use equally well the inverse Q-value or energy weighted partial cross section sum to estimate the completeness by comparing it to a well known cross section. Let us consider now a problematic case of \(^{101}\)Ru(n,\(\gamma\)) which M. Jentsel from the ILL suggested to investigate. In the ENSDF file there are no \(\gamma\)-rays for this reaction. In the EXFOR database we can find the following data sets for thermal neutron capture (see Table 3).

<table>
<thead>
<tr>
<th>(\sigma_{th}) (b)</th>
<th>Facility</th>
<th>Method</th>
<th>Author</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>3.1(9)</td>
<td>Reactor Oakridge</td>
<td>Activation</td>
<td>Halperin et al. [21]</td>
<td>1964</td>
</tr>
<tr>
<td>5.5(1.4)</td>
<td>Reactor Oakridge</td>
<td>Mass spectrometry</td>
<td>Halperin et al. [22]</td>
<td>1965</td>
</tr>
</tbody>
</table>

The \(^{101}\)Ru(n,\(\gamma\)) reaction was also recently measured in our laboratory. The \(\sigma_{isotope,\gamma}\) value for the transition from the first excited state to the ground state is 5.7(5) b [6, 10]. This means that due to method 3 the total thermal neutron capture cross section must be higher. In fact with the few known ground state transitions observed in the present work it is higher than 6.5(6) b, which is still in agreement with the mass spectrometry value of Halperin et al. [22].

We can use method 5 to calculate the cumulative sum of the energy weighted partial \(\gamma\)-ray cross sections as a function of the energies for the observed \(\gamma\)-rays ordered in increasing energy.

\[
\sigma_{\gamma \gamma \text{cumulative}}(E_{\gamma}) = \sum_{k \leq j} E_k \sigma_{\gamma \gamma,k} B_n
\]

where we have used our measured \(\sigma_{isotope,\gamma}\) values. This cumulative plot, which neglects the possible internal conversion corrections, can be seen in Fig. 2 together with a horizontal line which represents the method 3 sum of partial \(\gamma\)-ray cross sections of the known ground state transitions in \(^{102}\)Ru. This latter value is much higher than the energy weighted cumulative sum (3.5(5) b), which in turn seems to be rather close to Halperin’s activation value. We have to note that some weaker \(\gamma\)-rays could not be identified in our spectrum. As a summary, the nuclear decay scheme of \(^{101}\)Ru(n,\(\gamma\))\(^{102}\)Ru reaction is rather incomplete. Its completeness is only about 50% based on the 3.5/6.5 ratio. The unresolved \(\gamma\)-rays should be located in the 2-5 MeV region and they make up a quasi continuum. To estimate their possible contribution one has to use modeling of the decay scheme such as DICEBOX, which is presented by Becvar and Krticka during this workshop [23] and also was presented in Ref. [24].
Figure 2. Cumulative sum of the energy-weighted partial $\gamma$-ray cross sections as a function of the energies for the observed $\gamma$-rays ordered in increasing energy for the $^{101}$Ru($n,\gamma$)$^{102}$Ru reaction.

Conclusion

Gamma ray spectrometry with a high resolution germanium detector provides powerful methods for the determination of thermal neutron radiative capture cross sections. While the activation method (method 1) is applicable for any isotopes which result in unstable daughter nuclei, the prompt $\gamma$-ray spectroscopy (method 2-5) is presently only useful for isotopes that yield not very complex $\gamma$-ray spectra. In the case of complex spectra, modeling of the decay scheme may provide a solution for the estimation of the contribution of the quasi continuum of $\gamma$-ray spectra.
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Abstract: The thermal neutron capture cross section of $^{58}\text{Ni}$ ($\sigma_{th}$) has been determined from the radiative neutron capture reaction using a beam of cold neutrons at the PGAA facility of the Institute of Isotopes, Budapest, Hungary. The new experimental value is in agreement with the recommended value (Mughabghab) but higher than the most precise and most recent value of Raman. A detailed description of the analysis is given, which includes a) the calculation of relative efficiency of the detector system based on new calibration intensities from $^{14}\text{N}(n,\gamma)^{15}\text{N}$ reaction; b) details of the $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ measurement and the evaluation of the partial $\gamma$-ray production and total capture cross sections; and c) the comparison of results with former measurements. The higher intensities from the $^{14}\text{N}(n,\gamma)^{15}\text{N}$ reaction used for efficiency calibration yielded significantly lower efficiency values in the energy range $\sim 2$ MeV – 11 MeV. As an inherent effect, the partial $\gamma$-ray production cross sections, $\sigma_{\gamma}$ for $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ reaction came out larger, and hence the total capture cross-section is also higher than Raman’s value. The measured values for $\sigma_{th}$ determined from $\Sigma \sigma_{\gamma}$ (primary), $\Sigma E_{\gamma} \sigma_{\gamma} / S_{n}$, and $\Sigma \sigma_{\gamma}$ (ground state) are lower limits because the detection conditions make practically impossible to detect all of the possible $\gamma$-transitions. Estimation for the missing fraction could only be given based on theoretical considerations.

Introduction

The precise determination of the thermal neutron capture cross sections finds its importance in various fields of applications and theories, which include reactor design, nuclear waste transmutation, astrophysics and medicine. In this paper the thermal neutron capture cross section of $^{58}\text{Ni}$ ($\sigma_{th}$) determined from radiative neutron capture reaction using cold neutron beam at the PGAA facility of the Institute of Isotopes, Budapest is presented.

Methods for determining the total neutron capture cross section

The cross section of the neutron capture can be obtained in several ways using the prompt gamma radiation emerging during the irradiation of the material with a neutron beam [1]. Theoretically, the sum of all the transitions depopulating the capture state (PM – primaries) or populating the ground state (GS) are good measures of the total capture cross sections. Other possibility is the use of the energy weighted sum of all transitions in the level scheme (we call it inverse $Q$-value formula).

However, in practical cases there are issues to be addressed. If PM and GS transitions are used, the knowledge of the level scheme of the nucleus is necessary. For a nucleus with complicated level scheme this identification is far not obvious or impossible. Applying the inverse $Q$-value method the binding energy of the neutron must be precisely known. Moreover, there are cases when alternative decay processes are to be known, such as electron conversion and pair conversion to be able to obtain meaningful results from the above formulas. In Table 1 the equations and the summary of the methods are given.

As one can see the calculations are based on key quantities called partial $\gamma$-ray production cross sections ($\sigma_{\gamma}$). These are the quantities we can measure during the experiments [2]. In general, $\sigma_{\gamma}$ is a combination of atomic and nuclear constants, and equals to

$$\sigma_{\gamma} = \Theta P_{\gamma} \sigma_{m}$$  \hspace{1cm} (1)

for chemical elements, where $\Theta$ is the isotopic abundance, $P_{\gamma}$ is the absolute gamma emission probability and $\sigma_{m}$ is the total capture cross section of the isotope. For highly enriched materials, $\Theta$ reduces to 1.
Table 1. Overview of the methods which can be used to obtain the total neutron capture cross sections via the detection of prompt gamma rays emitted from the compound nucleus

<table>
<thead>
<tr>
<th>Method</th>
<th>Equation</th>
<th>Notes</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM</td>
<td>$\sigma_n = \sum_{i}^{n} (1 + \alpha_i)(1 + PCC_i) \cdot \sigma_j(\text{CS-af})$</td>
<td>The sum of all primary transitions from the capture state can be used for nuclei with relative simple decay scheme. Knowledge of conversion coefficients is not important.</td>
</tr>
<tr>
<td>GS</td>
<td>$\sigma_n = \sum_{h}^{n}(1 + \alpha_i)(1 + PCC_i) \cdot \sigma_j(\text{i-af})$</td>
<td>The sum of all ground state transitions can be used for nuclei with relative simple decay scheme. Conversion coefficients must be known.</td>
</tr>
<tr>
<td>Inv-Q</td>
<td>$\sigma_n = \sum_{i}^{n} E_i \cdot B_n \cdot (1 + \alpha_i)(1 + PCC_i) \cdot \sigma_j$</td>
<td>The energy weighted sum can be used for any nuclei with resolved gamma-transitions. $E_i$ is the energy of the transition, $B_n$ is the binding energy. Knowledge of conversion coefficients is not so important, it is weighted out.</td>
</tr>
</tbody>
</table>

Determining the partial $\gamma$-ray production cross sections

The best way to obtain the value of any unknown partial $\gamma$-ray production cross section, $\sigma_{\gamma X}$, is the use of the so-called internal comparator technique [2]. In this calculation the unknown $\sigma_{\gamma X}$ at energy $E_{\gamma X}$ is determined relative to a well known partial $\gamma$-ray production cross section, $\sigma_{\gamma C}$, of the comparator material at energy $E_{\gamma C}$ according to the following equation:

$$\sigma_{\gamma X} = \sigma_{\gamma C} \cdot \frac{A_X}{A_C} \cdot \frac{n_C}{n_X} \cdot \frac{\epsilon(E_{\gamma C})}{\epsilon(E_{\gamma X})} \cdot \frac{f(E_{\gamma C})}{f(E_{\gamma X})}, \quad (2)$$

where $C$ and $X$ denote the comparator and unknown, respectively. The ratios on the right side stand for count rates ($A_X$ and $A_C$), for number of atoms of the elements irradiated ($n_X$ and $n_C$), for detector efficiency values at the different energies ($\epsilon(E_{\gamma X})$ and $\epsilon(E_{\gamma C})$), and for gamma self-absorption and neutron self-shielding corrections ($f(E_{\gamma X})$ and $f(E_{\gamma C})$).

The most effective use of the comparator technique is if the irradiated material is a homogeneous chemical compound with precisely known stochiometry, because in such cases the atomic ratio is assumed to be an exact integer, and hence the result could be given with smaller uncertainty. The proper choice of the comparator peak, for which the partial $\gamma$-ray cross section, $\sigma_{\gamma C}$ is very well known, helps to keep the uncertainty of $\sigma_{\gamma X}$ low. The statistical uncertainties of the peak count rates can be lowered by increasing the acquisition time. Instead of measuring absolute efficiency it is sufficient to obtain the relative efficiency, which can be accurate at the level of 1% over most of the 11-MeV energy range. Moreover, the effect of neutron self-shielding is smaller because the local neutron flux is the same for both components of the material.

Calculation of relative efficiency based on new intensities of $^{14}\text{N}(n,\gamma)^{15}\text{N}$ reaction

One of the most important factors affecting the uncertainty of the partial $\gamma$-ray production cross sections is the uncertainty of relative efficiency. To keep it as low as possible we need well known intensity standards for a range of energy extending from $\sim 50$ keV up to $\sim 11$ MeV. This wide range can only be covered by the joint use of radioactive sources and $(n,\gamma)$ reactions. Among the suitable reactions the most important is the $^{14}\text{N}(n,\gamma)^{15}\text{N}$, because of its 16 transitions with well known intensities ranging quite evenly from 1678 keV to 10829 keV [3,4]. As the range covered by radioactive sources extends up to $\sim 3$ MeV, there is an overlap between the two datasets. This is a basic requirement of our efficiency-calculation procedure. The recommended intensity values for $^{14}\text{N}(n,\gamma)^{15}\text{N}$ reaction are published by Jurney et al. [4]. Recently a new measurement and its evaluation were published by Belgya [5], who showed that there are deficiencies among the recommended values. Using the CIS (Cross Intensity Sum) method it was pointed out that for the energy range above $\sim 3$ MeV the transitions should have higher intensities than assumed earlier. The plot of the ratio between Jurney’s and Belgya’s values is presented in Figure 1. One can readily see the effect of the higher intensities on detector efficiency if using the new set: we will get higher values for ranges
where the ratio is above 1; and, in contrast to this we will obtain lower values for ranges
where the ratio is below 1.

Figure 1. Ratios between transition intensities in $^{14}\text{N}(n,\gamma)^{15}\text{N}$ reaction (calculated as Jurney’s values / Belgya’s values)

This change will alter the relative efficiencies according to the choosing of the pivot energy, to
which all the other efficiency values are compared.

Experiments

Sample description
Our measured sample was a pressed metal target enriched in $^{58}\text{Ni}$ up to 99.5%. Its weight
was 2.0679 g, and had a diameter of 20 mm and a thickness between 0.77-0.78 mm
(because of some surface depression as one can see in Figure 2.).

Figure 2. Photo of the pressed metal target enriched in $^{58}\text{Ni}$ up to 99.5%.

Experimental conditions
Samples were irradiated at the Budapest PGAA facility [6,7,8]. The aperture of the neutron
beam was set to 10 mm$^2$ during the measurement because of the count rate limitations of the
electronics. The thermal-equivalent neutron flux at the target position was $\sim 1.2 \times 10^8$ cm$^{-2}$s$^{-1}$.
The vacuum in the target chamber was 2 mbar. As a $\gamma$-ray detector an n-type coaxial HPGe
was used, together with BGO shielding annulus in Compton-suppression mode. The
Compton-suppressed HPGe detector has been precisely calibrated [9].

Internal comparator method for enriched isotopes
In the case of $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ reaction we applied a slightly modified internal comparator method.
As internal comparator we have chosen the same material, i.e. $^{58}\text{Ni}$, because partial $\gamma$-ray
production cross sections are well known from standardization measurements on natural Ni
element. Spectroscopic data libraries for the stable elements were developed at our
laboratory [10].
The $\sigma_C$ of the enriched $^{58}\text{Ni}$ at the comparator energy ($E_C = 464.9$ keV) can be calculated
using Eq. (1) from the elemental $\sigma_C$($\text{Ni}$) and the isotopic abundance of $^{58}\text{Ni}$ as $\sigma_C^{58}\text{Ni} = \sigma_C\text{(Ni)} = 0.843 \pm 0.013$ b / 0.68077 = 1.238 ± 0.013 b. Then the internal comparator method, Eq. (2) can
be applied with $\sigma_C^{58}\text{Ni} = 1.238$ b as a comparator value for the enriched isotope data to
obtain partial gamma ray cross sections for weak transitions that could not be observed in the
elemental spectrum. In this comparison the number of irradiated atoms are the same ($n_C = n_X$), therefore its ratio cancels from the further calculations.

Relative efficiency
In Figure 3 the relative efficiency curve and its uncertainty are shown for the energy range 50
keV to 9 MeV, which fully covers the energy range of the transitions from the $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$
reaction. The uncertainty of the relative efficiency is below 1% for a wide range (85 keV – 7.5
MeV). Since there are correlations between the efficiency points, the uncertainty becomes small if two close-lying peaks are considered, and is exactly zero [11] at the pivot energy. The pivot energy was chosen to be equal to the comparator energy of 464.9 keV in our case. This is illustrated in Figure 3.

![Figure 3. Relative efficiency function normalized to 464.9 keV, and its uncertainty for the energy range 50 - 9000 keV](image)

Identification of peaks and attenuation correction
The gamma-ray spectra were evaluated using the Hypermet-PC program [12]. From the resulting peak list the single and double escape peaks were first eliminated based on their 511-keV or 1022-keV energy offsets. In case of interference, the contribution of the escape peak was subtracted from the net peak area. Dedicated measurement was accomplished to find the background peaks. If present in the $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ spectrum, they were discarded again. Since the enrichment was not 100% we were looking for peaks from other isotopes of Ni and from impurities. The only such isotope was found to be $^{60}\text{Ni}$, but only in a low amount ($\sim 0.4$ n%).

As pointed out above we had to correct the peak areas for self-absorption of gammas and absorption of neutrons. It was carried out taking into consideration the sample geometry and the energy dependence of the attenuation.

Results
In a very thorough paper, Raman et al. [13] identified the majority of the lines from the $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ reaction. Based on their identification we found 55 of 57 primaries, and 42 of 44 ground state transitions. The lines not found in our work could be considered negligible, because the sum of their partial $\gamma$-ray production cross sections are 1.13 mb and 1.01 mb for PM and GS transitions, respectively. The number of transitions, which could be ascribed to the $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ reaction is 430 ($> 414$ from Raman’s work). It was not the scope of the present work to place them into the level scheme.

The results of the calculations for the thermal neutron capture cross section are summarized in Table 2. To make the calculations comparable, the same transitions were involved into the calculations from the $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ reaction for PM, GS and inverse Q methods, respectively; i.e. 55 primary, 42 ground state and altogether 430 transitions. The conversion coefficients were considered negligible. The uncertainties of the results (1σ) are about 1%.

<table>
<thead>
<tr>
<th>$^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$</th>
<th>$\sigma_{th}$ (b)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Primary</td>
<td>$4.08 \pm 0.05$</td>
</tr>
<tr>
<td>Ground state</td>
<td>$4.23 \pm 0.04$</td>
</tr>
<tr>
<td>Inverse Q</td>
<td>$4.12 \pm 0.05$</td>
</tr>
</tbody>
</table>

Table 2. Overview of the results obtained for the thermal neutron capture cross section using different ways of calculation. Two sets of data are presented according to the two sets of intensity standards from $^{14}\text{N}(n,\gamma)^{15}\text{N}$ reaction.
Discussion

Based on the data in Table 2 the following conclusions can be drawn for the thermal neutron capture cross section values of the $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ reaction:

a) The obtained values are higher if the new set of intensity standards from $^{14}\text{N}(n,\gamma)^{15}\text{N}$ reaction are used for the detector efficiency calibration. It readily comes from the fact that new intensity values are higher compared to values from Jurney et al. [4], which implies a lower efficiency for almost the entire energy range.

b) For PM and GS transitions, the knowledge of the level scheme is essential so that due value could be obtained. As the cross sections in Table 2 are different for both sets of older [4] and newer [5] intensity standards we can conclude that there are some discrepancies in the level scheme. In order to use the inverse Q method, however, one has to find all transitions, but the knowledge of the level scheme is not necessary (if the conversion coefficients are negligible). Therefore the difference between the cross section values could be ascribed purely to the different intensity standard sets.

c) The energy sampling of the methods is different along the energy range. The PM, the GS and the inverse Q method sample more in the higher, more in lower and more uniformly the energy range, respectively (Figures 4a and 4b). Therefore the energy domain, where the intensity standard transitions tend to differ, will determine the biases of the methods. The calculation based on the PM transitions suffers most from this fact, because the older set of nitrogen standard is different in the higher energy range [5]. It is shown in Figure 4c, where the differences between the cumulative cross sections are presented for the older and newer intensity standard sets applying the different methods. It turns out that the distortion comes mainly from differences at the energies of 8533.8 and 8998.6 keV.

![Figure 4. a) and b) Cumulative cross sections as a function of $^{58}\text{Ni}$ gamma energy for the three different methods (PM, GS and Inv Q) using Jurney’s and Belgya’s sets of $^{14}\text{N}(n,\gamma)^{15}\text{N}$ intensities to obtain detector efficiency function; c) Differences between the cumulative cross sections using the two sets of nitrogen intensities for the three methods.](image)

Comparison with former results

A summary of the former measurements is shown in Table 3. The recently adopted cross section evaluated by Mughabghab [14] is $4.37 \pm 0.1$ b, but results from Raman et al. [13], which would decrease the value, were not involved in this evaluation. Our new cross section value is in agreement with all former ones [15-20] but with considerable lower uncertainty (−1%). Most results were based on $^{14}\text{N}(n,\gamma)^{15}\text{N}$ intensities, but only Raman [13] and Venturini [15] used the recently recommended values of Jurney et al.. Weselka [16] and Pomerance [20] applied independent methods: activation and pile oscillator.
Table 3. Summary of the former measurements for the thermal neutron capture cross section values of the $^{58}\text{Ni}(n,\gamma)^{59}\text{Ni}$ reaction. (MXW means Maxwellian energy distribution of neutrons.)

<table>
<thead>
<tr>
<th>Xsec (b)</th>
<th>Err (b)</th>
<th>Author</th>
<th>Source</th>
<th>Sample</th>
<th>Monitor</th>
</tr>
</thead>
<tbody>
<tr>
<td>4.13</td>
<td>0.05</td>
<td>Raman, 2004</td>
<td>MXW th n flux: 6E11</td>
<td>99.93% enriched $^{58}\text{Ni}$</td>
<td>en. cal.: melamine (C$_3$H$_6$N$_6$) int. cal.: rad sources and $^{14}\text{N}(n,\gamma)^{15}\text{N}$</td>
</tr>
<tr>
<td>4</td>
<td>0.2</td>
<td>Venturini, 1997</td>
<td>MXW th n flux: 5E11</td>
<td>melamine + natural Ni</td>
<td>en. cal.: melamine (C$_3$H$_6$N$_6$) int. cal.: rad. sources and $^{14}\text{N}(n,\gamma)^{15}\text{N}$</td>
</tr>
<tr>
<td>4.6</td>
<td>0.3</td>
<td>Weselka, 1991</td>
<td>MXW th n flux: 4E17</td>
<td>Foil of 4.8 mg/cm$^2$</td>
<td>Activation: Ni-58 and Fe-54</td>
</tr>
<tr>
<td>4.52</td>
<td>0.1</td>
<td>Carbonari, 1988</td>
<td>MXW th n flux: 5E11</td>
<td>melamine + natural Ni</td>
<td>en. and int. cal.: $^{14}\text{N}(n,\gamma)^{15}\text{N}$ and $^{36}\text{Cl}(n,\gamma)^{37}\text{Cl}$</td>
</tr>
<tr>
<td>4.5</td>
<td></td>
<td>Ishaq, 1977</td>
<td>MXW th n flux: 5E12</td>
<td>natural Ni</td>
<td>en. and int. cal.: $^{14}\text{N}(n,\gamma)^{15}\text{N}$</td>
</tr>
<tr>
<td>4.4</td>
<td></td>
<td>Gippner, 1971</td>
<td>Th beam, No details</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4.2</td>
<td>0.34</td>
<td>Pomerance, 1952</td>
<td>Pile oscillator</td>
<td>enriched NiO</td>
<td>Activation: Au-197</td>
</tr>
</tbody>
</table>

Conclusion

The $\sigma_{th}$ obtained is a lower limit because it can not be stated that all possible $\gamma$-transitions have been detected. Based on theoretical considerations the contribution of the not measurable weak transitions should be estimated and added to get to the final cross section.
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\textbf{Abstract:} Prior to an experiment at the 10 MW research reactor of IKI in Budapest, dedicated to the simultaneous measurement of the fission-fragment mass and kinetic energy distribution as well as prompt fission $\gamma$-rays from thermal (cold) neutrons on $^{235}\text{U}$ and scheduled for the beginning of the year 2010, we have performed several preparatory studies. First we have characterized three coaxial 1.5" x 1.5" LaCl$_3$:Ce detectors in terms of energy conversion and resolution, linearity, dynamical range, intrinsic efficiency, timing resolution and intrinsic radioactivity. These detectors were then recently tested in a fast-neutron environment with the 4 MV Van de Graaff accelerator at CEA/DAM Ile-de-France in order to investigate a possible built-up of background components in the detector material due to neutron capture as well as their neutron/$\gamma$ separation properties by means of the time-of-flight technique. Below we report on the results that have been obtained so far.

\textbf{Introduction}

About ten percent of the total energy release in the core of a standard nuclear reactor is accounted for by the $\gamma$-ray energy released in fission, of which 40\% or 8 MeV result from the prompt $\gamma$-decay of fission products [1]. Although the characteristics of the $\gamma$-ray emission, e.g. multiplicity, total energy and energy distribution, are fairly well known for neutron capture and inelastic neutron scattering, fission $\gamma$-rays are the major source of uncertainty in the modelling of $\gamma$-heating. Since four out of six nuclear systems identified by the Generation-IV international forum are fast reactors, a very innovative core design is required in order to respond to the high performance expected of those future systems.

One particular challenge in modelling new generation reactor neutron kinetics is to calculate the $\gamma$-heat deposition in e.g. steel and ceramic reflectors without UO$_2$ blankets. According to Ref. [2] those modern designs require $\gamma$-heating to be known with an uncertainty as low as 7.5\% (1\%). The comparison of various benchmark experiments with calculated $\gamma$-heating shows a systematic underestimate ranging from 10 to 28\% for the main fuel isotopes $^{235}\text{U}$ and $^{239}\text{Pu}$. This is attributed to deficiencies in $\gamma$-ray production data in evaluated nuclear data files [3]. Data found in modern nuclear-data libraries all date back to experiments performed in the early 1970’s [4–6]. In those experiments NaI scintillation detectors were used as $\gamma$-ray spectrometer with an ionization chamber as fission trigger. However, LaCl$_3$ detectors are today proven to be inferior with respect to both energy and timing resolution as well as efficiency.

Therefore, requests for new measurements on prompt $\gamma$-ray emission in the reactions $^{235}\text{U}(n,f)$ and $^{239}\text{Pu}(n,f)$ have been formulated and included in the Nuclear Data High Priority Request List of the Nuclear Energy Agency (NEA, Req. ID: H.3, H.4) [7]. In a recent modelling exercise of neutron emission from fission fragments by means of a Monte-Carlo approach [8] the authors achieved a reasonably good description of the average $\gamma$-energy released in fission, but they were unable to reproduce the experimentally obtained dependence as a function of the fission fragment mass. They recommended putting more work in clarifying the competition between neutron and $\gamma$-ray emission during fission fragment de-excitation.

A major difficulty in such measurements is, beside the need to obtain a sufficient mass resolution for fission fragments, the clear suppression of background $\gamma$-rays induced by prompt fission neutrons in the $\gamma$-detector. A usual method here is to discriminate $\gamma$-rays and
neutrons by their different time-of-flight. The quality of discrimination is strongly coupled to the timing resolution of the detector, which is for NaI detectors usually not better than 5 ns. A promising step towards better data might be achieved by using the recently developed Cerium-doped Lanthanum Chloride (LaCl₃:Ce) crystal scintillation detectors, which provide a timing resolution around 500 ps [9,10] together with a 40% better energy resolution compared to NaI, i.e. less than 4% (FWHM) compared to 6.5% at 662 keV (¹³⁷Cs) [11]. For this purpose three coaxial 1.5" x 1.5" (38 mm in diameter and 38 mm in thickness) LaCl₃:Ce detectors [12] were purchased at EC-JRC IRMM in Geel, Belgium.

So far the detectors have been characterized and tested in strong neutron fields. Below we present the properties of these detectors and discuss their capability with respect to the intended fission γ-ray studies. We start, however, with a brief description of the planned experiments at the 10-MW research reactor at IKI Budapest.

**Fission-fragment and γ-spectrometry at IKI**

Post-neutron fission fragment distributions will be measured by means of time-of-flight in conjunction with a kinetic energy measurement. From both quantities the fission fragment mass may be calculated. The kinetic energy will be measured by one of the 19 silicon detectors, with an area of 450 mm², placed at a distance of 50 cm from the fission target. For this purpose the fission-fragment spectrometer VERDI [13] will be employed, with polycrystalline chemical vapour-deposited (pcCVD) diamond detectors as fission trigger. The corresponding time-of-flight is determined by the difference between the time of arrival of a fission fragment in an energy detector and the time stamp created by the corresponding fragment in a diamond detector, where the fission target is practically placed on top. The effective mass of the $^{235}$U sample covered by the time pick-up detector will be 113 μg. The thermal neutron flux of $7 \times 10^7$ cm⁻² s⁻¹ will provide a fission rate of $1.18 \times 10^4$ s⁻¹. Taking into account the geometrical efficiency of the spectrometer we expect a count rate of about 12 s⁻¹. During the granted 10 days of beam-time the total number of fission fragments will be around $8.5 \times 10^6$, i.e. about 8500 at an emission yield of 0.1% corresponding mass number, A, around 85.

In a parallel experiment γ-rays will be measured in coincidence with the fission time stamp provided by the diamond detector. As γ-ray detectors we will use 3 LaCl₃:Ce scintillation detectors placed at a distance of 50 cm from the fission sample. The detectors will be shielded against thermal neutrons by a cadmium layer and a $^{6}$Li cap. The intrinsic background of this particular scintillation material will be efficiently suppressed by applying the coincidence condition with the fission trigger detector. With an effective efficiency of $1.45 \times 10^{-4}$ of the γ-ray detectors and a fission γ-ray multiplicity of about 7, one obtains a count rate of approximately 10 γ-rays/s. Thus, during the granted beam-time we expect to collect a total number of about 10⁶ detected γ-rays per detector.

Both parts of the proposed experiment, which is scheduled for February 2010, will be performed with two separate data acquisition systems using the same fission event trigger.

**Characterization of LaCl₃:Ce detectors**

The cylindrical LaCl₃ crystals are glued to photomultiplier tubes (PMT) of type Photonis XP2500/FB. To its base only one signal output is connected, in addition to the connector for applying the high voltage. Therefore, the output signal had to be split for a simultaneous measurement of time and energy. During the study of the detector performances the bias voltage, amplification of the signals and the shaping time were varied. Different radioactive sources ($^{22}$Na, $^{54}$Mn, $^{57}$Co, $^{60}$Co, $^{133}$Ba, $^{137}$Cs and $^{232}$Th) as well as γ-rays from the reaction $^{19}$F(n,α)$^{16}$O* were used to determine detector characteristics at γ-energies from 81 keV to 6919 keV. The results of the measurements are presented below. This part of our work was carried out at EC-JRC IRMM.

As known from previous studies LaCl₃:Ce detectors suffer from a large intrinsic activity component [14]. This activity arises basically from the decay of the radioactive $^{138}$La (0.09% relative abundance in naturally occurring lanthanum) and because of the contamination with the chemically similar actinium isotope $^{227}$Ac (and the daughters of its α-decay chain). The common result for all three detectors is an intrinsic activity of about 1.3 Bq cm⁻³, where the α-particles account for 1.2 Bq cm⁻³ and the decay of $^{138}$La together with $^{40}$K from the environment stands for about 0.055 Bq cm⁻³. The β-continuum around 800 keV, however, has
not been taken into account. This result is in reasonable agreement with previously reported
values of about 0.9 Bq cm\(^{-3}\) for the \(\alpha\)-activity only [15,16]. However, the background activity
may be tackled by either subtracting it from measured spectra or by imposing a coincidence
condition.

In terms of both energy resolution and intrinsic peak efficiency the superiority of LaCl\(_3\):Ce over
NaI:Tl detectors was confirmed, in this work with about 40\% and 50\% better, respectively.
The energy resolution was determined for several bias PMT voltages by recording spectra of
different radio-nuclides. A fit of Gaussians to the \(\gamma\)-peaks revealed the widths of the peaks,
which is a measure for the energy resolution. Experimentally we obtain an energy resolution
between 3.8 and 4.2\% at 662 keV, which is in accordance with the manufacturer. Figure 1
shows the measured energy resolution as a function of \(\gamma\)-energy.

The intrinsic full peak efficiency of the detectors was determined for different point sources at
a distance of (25.0\(\pm\)0.3) cm between source and detector. The number of detected photons in
the photo-peak was calculated by dividing the areas under the detected \(\gamma\)-peaks in the
spectra, determined by fitting Gaussians plus a linear background function, with the time of
measurement. With the known activity of the source the efficiencies were then given by the
ratio between the number of detected photons and the number of photons hitting the detector.
Our results were found to be in good agreement with efficiency values for LaCl\(_3\) detectors of
size 1\" x 1\" and 2\" x 2\" [17], respectively, obtained by interpolation to the size of our
detectors. The results from both this work and Ref. [17] are depicted in Figure 2, together with
corresponding values for a NaI:Tl of the same size [18].

The timing resolution was determined by exposing two detectors to a \(^{22}\)Na and \(^{60}\)Co source at
the same time. The best coincidence timing resolution in this experiment over the entire
energy region was found to be about 890 ps (FWHM), corresponding to an intrinsic timing
resolution of 630 ps (cf. Figure 3), which is not that good compared to other values previously
published for lanthanum halide detectors. For instance, an intrinsic timing resolution of 181 ps
was reported for LaCl\(_3\):Ce detectors in Ref. [9], but for much smaller detectors, with a volume
of about 1 cm\(^3\), compared to 43 cm\(^3\) in this study. 350 ps was reported for 1\" x 1\" LaCl\(_3\):Ce
detectors with \(^{60}\)Co, and LaBr\(_3\):Ce detectors provided an even faster coincidence resolving
time (less than 300 ps), but also for smaller volumes [10]. By putting a threshold just below
the \(^{60}\)Co-peaks, i.e. around 1000 keV, we also succeeded to achieve an intrinsic timing
resolution of 441 ps as indicated in Figure 3.

![Figure 1. Measured energy resolution for \(\gamma\)-rays in the energy range between 81 and 6919 keV. The full drawn line describes the expected E^{-1/2} behaviour.](image-url)
Figure 2. Intrinsic full peak efficiency vs. $\gamma$-energy from this work (full and open circles for two different detectors) together with estimates (dashed line) from values in Ref. [17]. For comparison corresponding values for NaI:Tl detectors of same size [18] are shown as full drawn line.

Figure 3. TAC spectra obtained in a coincident measurement of two $\gamma$-rays from $^{22}$Na and $^{60}$Co sources with two virtually identical LaCl$_3$:Ce detectors. The intrinsic timing resolution is given for both the entire energy region and for the $^{60}$Co $\gamma$-rays only.

LaCl$_3$:Ce detectors in strong neutron fields

As a next step these detectors were tested in a fast-neutron environment with the 4 MV Van de Graaff accelerator at CEA/DAM Ile-de-France in Bruyères-le-Châtel in June 2009. The goal was to characterize the neutron-gamma separation by means of the time-of-flight technique and to investigate the possible built-up of background components due to neutron
capture in the scintillation material as well as the influence of the \( \gamma \)-rays due to the intrinsic \( \beta/\gamma \)-activity of the detector crystals. Three different targets (30 g \(^{238}\text{U}\), 90 g \(^{197}\text{Au}\) and 240 g \(^{209}\text{Bi}\)) were irradiated by a neutron beam of 5 MeV incident energy, produced in the reaction \( \text{D(d,n)}^3\text{He} \). The neutron production target was solid TiD of thickness 1 mg/cm\(^2\), the pulsed deuteron beam had an energy of 1.86 MeV, a current of 1.8 \( \mu \)A and a pulse structure of 3 ns width and 400 ns in distance. During the beam time of two weeks the position of the detectors was varied as well as the amount of shielding material, consisting of copper and lead. A photograph of the experimental setup is shown in Figure 4, in that case without any shielding material. Although the data analysis is still pending, we have already observed that detected events could be unambiguously identified by their time-of-flight in terms of particle kind as well as distance between their origin of production and the detectors. For instance, \( \gamma \)-rays scattered off the beam line or resulting from the prompt \( \gamma \)-flash from the neutron production target were easily separated from \( \gamma \)-rays of our interest, i.e. from the target in use. Neutrons hitting the detector and inducing reactions there were distinguished by their time signature corresponding to their kinetic energy and did not interfere with the \( \gamma \)-rays from the target. Of course, the good n/\( \gamma \)-separation properties of these detectors by measuring the time-of-flight of particles is owed to their timing resolution well below 1 ns. In this sense, the LaCl\(_3\):Ce detectors tested in this work have shown to be sensitive to neutrons. However, spectra of measurements without beam and taken right after preceding irradiation with 5 MeV neutrons did not exhibit any \( \gamma \)-rays indicating activation of the crystals by fast neutrons. This is obviously in contrast to observations in LaBr\(_3\):Ce detectors [19]. One of the intentions with the upcoming experiment at IKI Budapest is to investigate the corresponding behaviour in a thermal neutron field.

Figure 4. Picture of the experiment site in the 4-MV Van de Graaff accelerator laboratory at CEA/DAM Ile-de-France. Two detectors may be seen in the foreground, while the beam comes from the left and the transparent bag with the sample is located in the middle of the picture.

Summary and conclusions

In this paper we have presented the results of measurements performed in order to characterize 1.5" x 1.5" LaCl\(_3\):Ce detectors, in which they were exposed to \( \gamma \)-radiation with energies between 81 and 6919 keV. From those results we may conclude that these
detectors indeed do have properties almost as promising as reported for other lanthanum halide scintillation detectors studied prior to our investigations.

In terms of both energy resolution and intrinsic peak efficiency the superiority of LaCl₃:Ce over NaI:Tl detectors was confirmed, in this work with about 40% and 50% better, respectively. The dynamical range was determined to reach γ-energies up to 17 MeV and an excellent linearity was observed. The observed intrinsic timing resolution was 630 ps and 441 ps, respectively, which is definitely good enough for their intended purpose, i.e. the study of neutron-induced prompt fission γ-rays. Considering a timing resolution of about 1 ns of the ionization chamber for fission fragment detection and a typical neutron pulse width of about 1.5 ns, any intrinsic timing resolution less than 1 ns for a γ-detector is sufficient. During the envisaged experiment at the 10 MW research reactor of IKI Budapest the employment of the fission-fragment spectrometer VERDI and its pcCVD diamond detectors as fission trigger will provide an even better coincidence timing resolution [13]. Since this experiment aims at the coincident measurement of fission fragments and γ-rays, the intrinsic activity of these crystals will be effectively suppressed. The risk of activation of the detector crystals by fast neutrons may be excluded.
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Abstract: The investigation of neutron-induced fission characteristics like fragment mass and kinetic energy is usually based on the double-energy technique using twin Frisch-grid ionization chambers (IC). The main feature of an IC is its insensitivity to radiation damage, which makes it most suitable for measurements in a strong neutron environment. Providing the existence of prompt neutron emission data, the pre-neutron fission fragment mass and energy distributions may be obtained in an iterative process. However, those input data do exist only for the main isotopes of uranium and plutonium with sufficient precision and extrapolation methods have to be applied when analyzing neighbouring compound nuclear systems. With the construction of the double (v, E) spectrometer VERDI we aim at measuring pre- and post-neutron masses directly and simultaneously, avoiding prompt neutron corrections. In order to achieve a mass resolution $\Delta A < 2$, ultra-fast time pick-up detectors based on artificial diamond material are under investigation. From the simultaneous measurement of pre- and post-neutron fission-fragment data prompt neutron emission data may then be inferred as a function of fragment mass and total kinetic energy. In its final state VERDI is supposed to be coupled to particle detectors to measure delayed decay channels from fission fragments as for example beta-delayed neutron emission.

Introduction

In nuclear fission pairs of fission fragments with different mass and kinetic energy are produced [1]. This process is accompanied by the emission of prompt neutrons and $\gamma$-rays from the highly excited fission fragments (FF). The knowledge of the FF yield distribution as a function of mass (A) and kinetic energy ($E_k$), $Y(A, E_k)$, is a key input to fission models and important data to better understand the fission process as such. This information may be obtained by means of different techniques. First, chemical separation of fission fragments give the mass yield after the FF has decayed to stable isotopes (cumulative yield) [2]. Next, by measuring with a recoil mass separator [3] or measuring the time-of-flight together with the kinetic energy [4] single fission fragment yields after prompt neutron emission may be obtained. Employing the double-energy (2E) method fission-fragment yields prior to neutron emission, the so-called pre-neutron masses $A^*$, can be obtained provided prompt neutron emission data are available for the iterative determination of the fragment mass [5, 6]. For a 2E measurement two different detector systems are generally used: first, a pair of silicon detectors, with which the two fission fragments, emitted in opposite direction, are measured simultaneously; and second, double Frisch-grid ionization chambers, where each pulse height of the two fragments is detected in one of the decoupled sections. The use of a Frisch grid additionally allows measuring the emission angle, leading to a correct treatment of the angular dependent energy loss of the emitted FF in the target [5]. Whereas the latter does not suffer from radiation damage, both 2E-measurement techniques require the introduction of the neutron emission data leaving the determination of the FF yield data to an iterative process. Since from many isotopes, even for uranium and plutonium, no or very limited neutron data are available, inter- or even extrapolation from the few cases, where those data exist, may severely affect the quality of the obtained FF yield data.

For example, in the early 1990s a very successful interpretation of FF distributions in terms of fission modes was introduced [7]. This model was based on the picture of a multi-dimensional fission barrier, including not only double humped, but also suggesting different barriers for symmetric and asymmetric fission configurations. Even asymmetric fission was supposed to occur by passing different outer fission barriers [8]. In an attempt to combine the fission modes into neutron-induced fission cross-section calculations the prediction of FF yields at energies not accessible experimentally was tested [9]. Calculations for the reactions $^{235}$U(n, f)
and $^{237}$Np(n, f) suggested strong fluctuations of FF yields in the vicinity of the vibrational resonances close to the fission barrier [10, 11]. In order to verify the results emerging from model calculations and to prove experimentally the existence of such a multi-dimensional nuclear energy landscape close to the fission barrier fission fragment distributions from the reaction $^{238}$U(n, f) were measured around $E_n = 0.9$ and 1.2 MeV with the 2E method using a double Frisch-grid IC [12]. As a result no significant variations in FF yields could be observed and the question arose whether such an effect may have been masked by the limited knowledge of neutron evaporation and the generally iterative character of the mass/energy determination.

VERDI – the concept

One way to avoid such ambiguities in the data analysis is to measure not only the two fragment kinetic energies, but simultaneously the fragment velocities as well. Theoretically, from a double-velocity (2v) measurement both fragment masses before prompt-neutron evaporation may be obtained provided the compound nuclear mass, $A_{CN}$, is known. This is assured at excitation energies below the onset of the second chance fission, i.e., fission after evaporation of a neutron from the compound nucleus prior to fission. The subsequent measurement of the fragment velocity provides the information of the fission fragment after prompt-neutron evaporation. The difference of pre- and post-neutron masses is just the number of evaporated prompt neutrons. In such a way those important neutron data need no longer to be introduced in the data analysis. Moreover, they may be directly deduced as a function of fragment mass and total kinetic energy, i.e., total excitation energy, $Y(A,TXE)$. Such a double time-of-flight and energy spectrometer had already been realized in the 1980s at Institute Laue Langevin and was called Cosi-Fan-Tutte [4]. The spectrometer was based on micro-channel plate detectors as start and stop trigger devices and ionization chambers to measure fission fragment kinetic energies. With an impressive mass resolution $\Delta A$ well below 1 mass unit it suffered from a very small geometrical efficiency of about $4\times10^{-5}$ [13]. Therefore, FF yield measurements were affected by the non co-linearity of FF emission due to prompt neutron emission. The spectrometer does no longer exist.

Presently, a double (v, E) spectrometer is being built at the JRC-IRMM, which aims at a FF mass resolution $\Delta A < 2$ in conjunction with a geometrical efficiency of at least 0.5%, i.e., about 100 times more efficient than Cosi-Fan-Tutte. In the following we present work performed to investigate the different detector types that are going to be used in the single (v, E) spectrometer version of VERDI, which is designated to determine the characteristics in terms of fission-fragment mass resolution.

A) VERDI – the energy side

The kinetic energy of fission fragments may be best measured with an ionization chamber (IC). Ionization chambers are easy to construct and to operate without suffering from radiation damage. They have a very good intrinsic energy resolution, but their timing characteristics are usually limited to a resolution not much better than 1 ns. In addition, one has to consider thin entrance foils to separate the IC from the vacuum of the time-of-flight section of the spectrometer. Those foils are difficult to make at large sizes, limiting the geometrical efficiency, and usually suffer from inhomogeneity, which considerably limits the accuracy of energy loss corrections.

In view of achieving a high geometrical efficiency silicon detectors are chosen as energy detectors, which are relatively cheap, allowing building up a detector array. Silicon detectors show both an excellent pulse height resolution and signal stability and have promising timing characteristics [14]. Since the energy detectors are well outside the neutron beam, their lifetime will be determined by the fission fragment dose. For a typical fission experiment this does not entail a severe problem.

B) VERDI – the timing side

In general, micro-channel plate detectors are used when aiming at a high timing resolution as it was done in Cosi-Fan-Tutte [4]. However, back then those detectors have been placed outside the neutron beam to avoid radiation damage and, therefore, limited strongly the geometrical efficiency. In order to allow a larger opening angle the time pick-up devices should be placed as close as possible to the target under investigation. Since this means that
such devices would have to be placed directly in the neutron beam, they have to be radiation hard. Therefore, an artificial polycrystalline chemical vapor deposited (pcCVD) diamond film is considered as detector material for the fission event trigger.

In nuclear physics diamond detectors are used mainly in high-energy experiments as beam monitors and tracking devices, replacing traditionally employed silicon detectors, because they survive in high radiation environments, have low leakage current and do not need cooling [15-18]. In particular the timing properties of artificial diamonds are remarkable and an intrinsic timing resolution better than 30 ps has been achieved for a mono-energetic $^{52}$Cr-beam at incident energy of 650 MeV/u [19]. In view of the properties of this surprising material it is tempting to see whether a similar timing resolution may be obtained with low energy fission fragments with energies typically between 0.5 and 2.0 MeV/u.

**Figure 1.** Left part: pulse height distribution of a mixed $\alpha$-particle source taken with a primed and with a not primed pcCVD diamond detector, the latter denoted “as grown”. Right part: mean pulse height of fission fragments as a function of absorbed fission-fragment dose taken with two different primed pcCVD diamond detectors.

The thickness of the diamond film is 100 $\mu$m and its active area is 10 mm $\times$ 10 mm. Electrical contact is made by 150 nm thick gold layers deposited on the diamond film. Polycrystalline diamond material has very limited charge collection efficiency, typically around 30% [17], which deteriorates further when irradiated with strongly ionizing particles with a stopping range much smaller than the film thickness. This is due to polarization caused by electric charges trapped within a layer characteristic for the range of the particles. Experimentally, it was observed that the charge collection efficiency may be stabilized and even slightly improved if the material is irradiated with long-ranging electrons prior to use (see Fig. 1). This procedure is called “priming” [20, 21]. The priming effect is due to an increase of carrier lifetime caused by saturation of deep traps with electrons (holes) produced by radiation. This saturation has been demonstrated to be very effective and very stable in time under irradiation with $\alpha$-particles [21], provided the sample is not exposed to ambient light.

The timing properties of a pcCVD diamond detector were investigated with a symmetric configuration consisting of two identical diamond detectors with a spontaneous fission source ($^{252}$Cf evaporated on a 250 nm Al-backing) placed on top of one detector. The time-of-flight distance was 9.5 cm. Using pre-amplifiers built at the Technical University of Darmstadt [22] and standard timing filter amplifiers and constant fraction discriminators the time-of-flight was registered event by event. The time-of-flight spectrum is shown in the lower left part Fig. 2. Since the time-of-flight spectrum is composed of a large variety of particles, with different energies and masses, timing properties had to be deduced from simulations. For that purpose Monte-Carlo simulations have been performed on the basis of experimental mass and kinetic-energy yield data [23-25] and taking the geometry of the set-up into account. The free parameter in such a simulation is the width of the total resolution function, which was varied until the best description of the experimental time-of-flight spectrum was achieved. The result of those simulations is shown in the lower left part of Fig. 2 as open circles (connected with a solid line). The intrinsic timing resolution of a single pcCVD diamond detector is then obtained from the resolution parameter divided by $\sqrt{2}$. In this way the intrinsic timing resolution of a 100 $\mu$m thick and 1 cm$^2$ large pcCVD diamond detector was determined to $(285 \pm 15)$ ps.
result appears to be considerably worse than what might be expected from high-energy heavy-ion experiments.

Figure 2. Upper part: Sketch of the symmetric set-up used to determine the intrinsic timing resolution of pcCVD diamond detectors (see text). Lower part (left): fission-fragment time-of-flight spectrum (solid line) together with a Monte-Carlo simulation (circles). Lower part (right): fission-fragment time-of-flight spectrum taken with both analogue electronics and a wave-form digitizer. The obtained intrinsic timing resolution of a 100 μm thick pcCVD diamond detector of size 1 × 1 cm² is determined to (285 ± 15) ps.

However, one should not forget that we here are dealing with a mixed "particle beam", leading to a great variety of pulse heights and rise times.

C) VERDI – first measurements

With the above tested fission-event trigger and a silicon detector with the best timing resolution (Eurisys, size = 25 mm²) a first test measurement of fission fragments from the reaction ²⁵²Cf(SF) was performed. The obtained time-of-flight spectrum for a distance of 33 cm is shown in the left part of Fig. 3. From our Monte-Carlo simulations a coincidence timing resolution of 600 ps was inferred. The time-of-flight was calibrated by extrapolating experimental data obtained for ²³³,²³⁵U and ²³⁹Pu [26]. The energy calibration was based on published post-neutron data. The pulse-height defect (PHD) correction in the silicon detector was performed according to the Schmitt procedure [27, 28].

The post-neutron fission fragment mass was calculated from measured time-of-flight and kinetic energy according to

\[ A = \frac{E}{\xi} \left( \frac{t}{L} \right)^2, \]

where \( \xi = 0.5175 \text{ MeV (ns/fm)}^2 \) and A is in mass units. Since the true energy is only known after correcting for the PHD, the final masses must be obtained by iteration, which converges quickly. The obtained post-neutron mass distribution is shown in the right part of Fig. 3 (full circles). The data compare very well with those measured with the LOHENGRIN spectrometer (triangles) and with data obtained with the 2E technique (squares).
Figure 3. Left part: time-of-flight spectrum from the spontaneous fission of $^{252}\text{Cf}$ together with a Monte-Carlo simulation. The timing resolution is estimated to 600 ps. Right part: Post-neutron fission fragment mass distribution from this work (circles) compared to data from the reaction $^{251}\text{Cf}(n, f)$ measured with the LOHENGRIN spectrometer (triangles) and data obtained with the 2E technique (squares).

Summary and conclusions

The VERDI double time-of-flight and double energy spectrometer for fission fragments is being constructed at the JRC-IRMM. Presently, a single (v, E) version of VERDI is ready to be tested. Polycrystalline CVD diamond detectors have been employed successfully as fission event triggers. These devices were proven to be radiation hard against neutron and charged-particle doses typical in fission experiments. The intrinsic timing resolution for fission fragments has been determined to be better than 300 ps. This value has to be considered as an average over all masses and kinetic energies. For a segmented (transmission) detector even better figures may be expected.

In conjunction with a high energy resolution, small size PIPS detector a coincidence timing resolution of 600 ps has been determined by means of Monte-Carlo simulations. The obtained post-neutron mass distribution from the reaction $^{252}\text{Cf}(\text{SF})$ compares well with data measured directly with the LOHENGRIN spectrometer and obtained from a double energy measurement. With the present timing resolution and a flight path length of 50 cm, a mass resolution $\Delta A < 3 \text{ amu}$ may be estimated for the final version of the VERDI spectrometer. In early 2010 a dedicated experiment at the Budapest Research Reactor will be performed.

In conclusion, further effort will have to be focused on the improvement of the timing resolution of the silicon-based energy detectors of larger sizes in order to reach the contemplated geometrical efficiency. Then, we may expect to achieve a mass resolution of $\Delta A < 2$ with VERDI. This will allow measuring consistent pre- and post-neutron fission-fragment data and to obtain information on prompt fission-neutron emission as a function of fragment pairs and total excitation energy with unprecedented accuracy.
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Abstract: The total kinetic energy (TKE) release in fission depends on the excitation of the compound nucleus and might indicate a change in the fission fragment mass distribution. The TKE is therefore an important observable when studying fission and when trying to model e.g. prompt neutron evaporation.

The kinetic energy of the two fission fragments can be measured with a double Frisch grid ionization chamber. Such chambers are especially suitable to investigate changes in the fission fragment distributions and TKE as a function of the incident neutron energy. However, if the counting gas of the chamber contains hydrogen and the chamber is put in a high flux neutron field, pulse pile-up from the ionization created by recoiled protons will occur. This will cause an increase in the detected pulse height from the fission fragments and has to be taken into account.

Signals from a pulse generator connected to the preamplifiers of the chamber will be affected by the same pile-up from the recoiled protons as the signals from fission fragments. A calculation of the spectral shape of the pulse signal clearly showed for several orders of magnitude that the recoiled protons may cause a significant increase of the detected fission fragment pulse heights.

Introduction

Although fission of the nucleus was discovered 70 years ago, the process is still not fully understood. Predictions of mass distributions as well as total kinetic energy release in fission are needed for minor actinides. With the future Generation IV nuclear reactors [1] the minor actinides will be a part of the nuclear fuel. Knowledge of the fission fragment mass distribution as well as prompt neutron yield is important for the safety of the nuclear reactor. The number of prompt neutrons has a direct influence on the reactivity of a nuclear reactor, while the number of delayed neutrons, which are emitted by some fission fragments, is important in order to safely maintain the criticality of the reactor.

The fissioning nucleus does not arbitrarily deform, instead a few pathways in the potential energy landscape can be identified. For example, the pathway leading to symmetric fission fragment masses has an increasing probability as the incident neutron energy increases. The probability for specific pathways depends on the incident neutron energy, which is the reason for changes in the mass distribution of the fission. Pathways leading to high excitation of the fission fragments will also imply a higher prompt neutron yield.

Double side Frisch grid ionization chamber

The double side Frisch grid ionization chamber is a fission fragment (FF) detector, which suffers almost no radiation damage. It is very useful for observing changes in the FF mass and kinetic energy distributions as a function of excitation of the fissioning system. The target is put on a common cathode in the middle of the chamber. Grids are shielding the anodes in each chamber half. The emission angle and energy of both fission fragments are detected. The emission angle is used when the detected signals are corrected for energy loss in the target material. More details on fission fragment analyses can be found in Refs. [2-4]. An energy calibration has also to be performed. This is normally done by measuring the TKE at known incident neutron energy or by measuring a different isotope in the chamber. Relative to the reference measurement even a small change of 0.2 MeV in the TKE of the fission fragments can be observed. The current paper deals with the correction for pulse pile-up.
experimental data come from the work in Refs. [2,3], where $^{238}\text{U}(n,f)$ was studied at $E_n = 0.9$ – 2.0 MeV. The ionization chamber was put only a few centimetres from the neutron source. The distance from the cathode to the grid was 3 cm and from the grid to the anode 0.7 cm. The radius of the grid was 4.5 cm and the whole ionization chamber has cylindrical symmetry. The counting gas was P10 (10% CH$_4$ + 90% Ar) slightly above atmospheric pressure. The neutron fields were created using $^7\text{Li}(p,n)$ and $^3\text{H}(p,n)^\text{3He}$ reactions. The protons were accelerated using the 7 MV Van de Graaff accelerator at EC-JRC IRMM in Geel, Belgium. Pulse generator signals were put to the preamplifiers to monitor electronic drifts. This offers an opportunity to study and observe the pulse pile-up as well. The fission fragment signals and the pulse generator signals will have the same probability for pile-up, since the count rate is low [5,6].

**Pulse pile-up between proton recoils and fission fragments**

In Ref. [6] the effect of alpha-particle pulse pile-up on fission fragments from the reaction $^{239}\text{Pu}(n,f)$ was studied. A separation of detected fission fragments with and without alpha pile-up was performed. Both sets were subject to different energy calibrations. The same changes in fission fragment mass distributions as well as TKE were seen for different incident neutron energies. As the calibration energy suffers from the same pulse pile-up, the only effect was a reduced energy resolution. However, if the pulse pile-up is not constant or not present for the calibration energy, pile-up has to be treated more carefully. This may happen, if a target material is changing in alpha-activity. A similar effect could also occur because of proton recoils. If the counting gas in the chamber contains hydrogen, the incident neutrons might undergo elastic scattering off these protons. The recoiled protons will then ionize the gas. If this happens in coincidence with a fission fragment being emitted, pulse pile-up from the recoiled proton and the fission fragment signal will occur. Since the cross section for neutron-proton scattering is energy dependent, different contributions are expected depending on both intensity and energy of the neutron field.

Thus, the probability for pulse pile-up from recoiled protons depends on the amount of protons in the ionization chamber, the neutron flux, the elastic scattering cross section, the neutron energy and the width of the coincidence time window. An electric signal is created only when the recoiled proton ionizes the counting gas in the region, where an electric field exists. This region is called the sensitive volume. The increase in pulse height due to pile-up from a recoiling proton also depends on its time relative to the signal from the fission fragment.

**Calculation of pulse generator peak**

In order to confirm that the observed pulse pile-up originates from proton recoils, the pulse generator peak was calculated for several different neutron fields. For the work presented in Refs. [2,3] part of the measurements could not be corrected with the pulse generator signal spectrum due to a broken pulse generator. Thus, these calculations offered an alternative way to correct the fission fragment signals.

The calculations were performed in two steps. The recoiled protons deposit energy in the sensitive volume of the chamber and first these energy spectra were estimated. The second part includes Monte Carlo simulations of the pulse generator peak including pile-up effects due to proton recoils.

**Ionization by recoiled protons**

The calculation of the energy spectrum from the recoiled protons in the sensitive volume in each chamber half was performed by dividing the chamber in a few segments. Although an electric field was present also between grid and anode, this region was not considered as the sensitive volume here, because of the smaller volume of this region and the smaller signals created there compared to the region between cathode and grid. Both neutron flux and energy depend on the neutron production reaction, but also on the emission angle. By using the computer code EnergySet [7], the average neutron energy, $E_{\text{ns}}$, and the neutron flux, $\Phi_{\text{ns}}$, were determined in each segment. The number of proton recoils per seconds in each segment is given by $C_s = N_s \Phi_{\text{ns}} \sigma(E_{\text{ns}})$, where $N_s$ is the number of protons in the segment. The elastic neutron scattering cross section $\sigma(E_{\text{ns}})$ is depicted in Figure 1 and was in this energy region approximated by $\sigma(E_{\text{ns}}) = 4.2723 E_{\text{ns}}^{-0.4992}$, in accordance with data found in one of the evaluated libraries [8]. Once the count rate of proton recoils from each segment is
known, the proton emission angle relative to the incident neutron was randomized. The angular distribution was assumed to be isotropic in the centre-of-mass (CM) system and a conversion to the laboratory system could be performed according to $\tan \theta = \sin \theta_{\text{CM}}/(1+\cos \theta_{\text{CM}})$, by assuming that neutrons and protons have equal masses. By using the same assumption, the energy of the proton in the laboratory system is given by $E_p = E_n \cos \theta$. A SRIM [9] simulation for 1.8 MeV protons was performed to find the energy loss as a function of distance in the counting gas, see Figure 1. For different energies $E_p'$, the energy loss of protons was estimated by integrating the Bragg curve in Figure 1 until the result amounts $E_p - E_p'$. To obtain the Bragg curve for the new proton energy, its origin was shifted to the upper limit for the integration. The amount of energy deposited by the proton in the sensitive volume was found by integrating this Bragg curve until the edge of the sensitive volume was reached. It is also possible that the proton passes the thin layer with the fission target in the middle of the cathode. In this case the energy of the proton was deposited in both chamber halves, but with different contributions. The contribution from each segment was used to obtain the normalized deposited energy spectrum, which can be seen for each chamber half in Figure 2.

**Figure 1.** The elastic neutron scattering cross section is from JEFF [8] with its corresponding fit (left). The calculated energy loss as a function of distance (Bragg curve) for 1.8 MeV protons (right).

**Figure 2.** Normalized spectra for energy deposited by the recoiled protons in each chamber half. The neutron energy in forward direction was 1.8 MeV (left). Calculated neutron spectrum [10] at two emission angles. A small contribution from the reaction $^7\text{Li}(p,n)^7\text{Be}^*$ at lower neutron energies is also seen (right). The neutrons were created in the reaction $^7\text{Li}(p, n)^7\text{Be}$ using a 445 $\mu$g/cm$^2$ LiF target.

Since the chamber is divided in segments an artificial structure appears. The spectra for both chamber-halves exhibit a maximum at low energies, with this maximum shifted towards higher energies for the chamber half closest to the neutron source. There, neutrons hitting
protons close to the edges of the chamber half have lower energy than in the corresponding location on the other side. If the protons do not deposit their entire energy in the sensitive volume, the amount of deposited energy, $E_d$, is higher, when the initial proton energy is lower. This is a consequence of the Bragg peak shown in Figure 1. Since a 1.8 MeV proton has a track length of 6 cm, the chamber is too short for all kinetic energy to be deposited. When using a Li target for the quasi-mono energetic neutron production at higher energies, also a contribution of low energy neutrons from the reaction $^7\text{Li}(p, n)^7\text{Be}^*$ appears. Simulated neutron spectra \cite{10} for two emission angles are shown in Figure 2. In the calculations of the deposited energy spectrum, these low-energetic neutrons, which amount only around 10% of the total flux, were not taken into account.

**Monte Carlo method to simulate pulse generator signal spectrum**

In Figure 3, pulse generator peaks are shown without a neutron field being present. They are well described by Gaussians, except for the alpha pile-up, which also can be seen by the tail. The increase in pulse height of a signal due to pile-up depends on the relative time difference between the two events. In the experiment a spectroscopic amplifier with a Gaussian shaping time of 3 $\mu$s was used. The width of the signal after the spectroscopic amplifier at the baseline was 12 $\mu$s. To confirm that the coincidence time window also was 12 $\mu$s, a separate experiment with two pulse generators was performed. A 3000 Hz low amplitude (0.1 V) signal was added to a 10 Hz large (0.2 V) signal. The result is seen in Figure 3. The main peak at channel number 2375 exhibits a squared pile-up contribution up to channel number 2500, which is consistent with the sum of the amplitude of both pulse generator signals. The coincidence count rate can be approximated by $C_r = \Delta T \cdot C_1 \cdot C_2$ \cite{11}, where $C_1$ and $C_2$ are the count rates for the two pulse generator signals. The result from Figure 3 gives a coincidence time window $\Delta T = (11.3 \pm 0.4) \mu$s, which is only slightly lower than the 12 $\mu$s coincidence time window, which was used later in these calculations.

![Figure 3](image)

**Figure 3.** Pulse generator peaks from both chamber halves without neutron field. The pulse pile-up from alpha particles is seen as high-energy tail (left). A similar spectrum was generated from the sum of two pulse generator signals (right). The increase in pulse height due to pile-up follows a square distribution.

The probability that a low count rate signal and $r$ pulses from proton recoils will occur in coincidence is given by the Poisson probability \cite{11}

$$P(r) = \frac{(C_r \Delta T)^r \exp(-C_r \Delta T)}{r!},$$

(1)

where $C_r$ denotes the proton recoil count rate and $\Delta T$ the coincidence time window. The calculation of the pulse generator peak was performed by randomising the channel number for $10^6$ pulse signals. The number of pulse generator signals with $r$ pile-ups is given by $P(r) \cdot 10^6$ and multiple pile-up was considered as long as this number was larger than 1. For $r = 0$, no pile-up occurs and the channel number for these signals was randomized with a Gaussian, $G(s1)$. Both width and peak position of the Gaussian were found by manual adjustment. The pulse generator signal channel number with $r$ pulse piled up signals was simulated by

$$Ch = G(s1) + \sum_{s=1}^{r} E_s(s2) \cdot F(s3) \cdot \frac{1}{Ch2MeV},$$

(2)
where the second part of the equation (2) is a sum of the contribution from multiple piled up events. The function $E_s(s2)$ describes the deposited energy, which was randomized from the deposited energy spectrum. The function $F(s3)$ gives a random value between 0 and 1 to simulate the relative position in the coincidence time window. The expression $Ch2MeV$ is simply the energy calibration factor. The spectrum from the $10^6$ simulated pulse generator signals is normalized and can be compared to the normalized experimental pulse generator signal spectrum.

Results

In Table 1 results of the simulations are listed for different neutron energies and intensities. For a high intensity neutron field, the increase in detected pulse height (or energy, $\Delta E$) would correspond to an increase in total kinetic energy of fission fragments $\Delta TKE \approx 0.7$ MeV or more. The results of the simulations of the pulse generator peak, which are depicted as lines in Figures 4 and 5, are in excellent agreement with the experimental peaks, shown as different symbols depending on chamber half and neutron energy. In both figures the alpha pile-up is visible as well, however causing a negligible increase to the detected average fission fragment energy in this case. As expected, the chamber half closest to neutron source ("source side") exhibits more pile-up due to the higher neutron flux.

Table 1. Summary of input parameters and results. Neutron energy and flux are angular dependent and here only given for forward direction and in the middle of the chamber. The neutrons were produced in the reactions $^7$Li$(p, n)^7$Be and $^3$H$(p, n)^3$He, respectively.

<table>
<thead>
<tr>
<th>$E_n$ forward (MeV)</th>
<th>Target</th>
<th>Target thickness (μg/cm²)</th>
<th>Ion current (μA)</th>
<th>Neutron flux at centre ($cm^{-2} s^{-1}$)</th>
<th>Recoil rate non source side (recoils/s)</th>
<th>Recoil rate source side (recoils/s)</th>
<th>$\Delta E$ non source side (MeV)</th>
<th>$\Delta E$ source side (MeV)</th>
<th>$\Delta TKE$ (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9</td>
<td>LiF</td>
<td>445</td>
<td>45</td>
<td>4.84E4</td>
<td>18300</td>
<td>43200</td>
<td>0.036</td>
<td>0.089</td>
<td>0.13</td>
</tr>
<tr>
<td>1.2</td>
<td>LiF</td>
<td>445</td>
<td>36</td>
<td>3.0E4</td>
<td>18300</td>
<td>43000</td>
<td>0.041</td>
<td>0.11</td>
<td>0.15</td>
</tr>
<tr>
<td>1.8</td>
<td>TiT</td>
<td>445</td>
<td>11</td>
<td>7.71E3</td>
<td>4200</td>
<td>9300</td>
<td>0.011</td>
<td>0.025</td>
<td>0.036</td>
</tr>
<tr>
<td>1.8</td>
<td>TiT</td>
<td>2083</td>
<td>33</td>
<td>2.1E5</td>
<td>90400</td>
<td>167300</td>
<td>0.26</td>
<td>0.46</td>
<td>0.72</td>
</tr>
<tr>
<td>2.0</td>
<td>TiT</td>
<td>2083</td>
<td>30</td>
<td>2.05E5</td>
<td>81200</td>
<td>150000</td>
<td>0.22</td>
<td>0.40</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Figure 4. Measured and simulated pulse generator peaks for neutron fields with $E_n = 0.9$ MeV using a LiF target (left) and for $E_n = 1.2$ and 2.0 MeV in the forward direction using LiF and TiT targets, respectively (right). The calculations, shown as lines, describe very well the experimental data for several orders of magnitude. The side of the ionization chamber closer to the neutron source exhibits as a consequence more pile-up.
Summarizes the use of LiF and TiT targets for neutron production results in low and high neutron flux, respectively. Again, the calculations, shown as lines, describe very well the pulse pile-up contribution for several orders of magnitude.

Summary

In this work we have studied the effect of pile-up of signals from proton recoils and fission fragments on the total kinetic energy of the fragments, measured with ionization chambers. When measuring fission fragments with a double side Frisch grid ionization chamber, pulse generator signals can be fed into the preamplifiers in order to monitor electronic drift in the system. Since the count rates of both fission fragments and the pulse generator signals are low, they both will be subject to the same amount of pile-up rate. Simulations of pulse generator signal spectra were performed and compared to experimental results. It could be shown that an excellent agreement was achieved for different neutron energies and intensities. Within the frame of our investigations the effect of pulse pile-up was shown to cause an increase in total kinetic energy as high as 0.7 MeV. From that we may conclude that the observed effect of proton recoils indeed needs to be taken into account when studying neutron-induced fission with an ionization chamber, especially for high neutron energies and fluxes and if the counting gas contains hydrogen atoms.
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Abstract: This work presents the Monte Carlo simulations carried out to design a moderation based 4π neutron detector. This neutron detector will be used to study beta delayed neutron emission. Monte Carlo simulations with the MCNPX [1] code have been performed to find the optimal neutron detector structure that achieves the maximum neutron detection efficiency while keeping the efficiency curve flat for the range of energies of interest (0.01 MeV-5 MeV). This detector will be part of the DESPEC [2] experiment at FAIR [3]. Also a campaign of measurements with a detector of this type will be performed at JYFL.

Motivation

One of the important objectives of this work is to design a neutron detector in order to study the beta delayed neutron emission. The study of the decay properties of neutron rich nuclei far from the region of beta stability provides the opportunity to obtain valuable information about the structure of atomic nuclei. For example the study of beta delayed neutron emission allows us to understand the rapid neutron capture nucleosynthesis process [4] and it is very important for nuclear engineering for the safe design of nuclear reactors. In the fission reaction chain there are many fission products (approximately 270) which can be considered emitters of delayed neutrons [5]. Even though the delayed neutron emission could be less than 1% of the total neutrons from fission, they are very important in the accident analysis and in the conversion of period into reactivity. The nuclear chain reaction can be controlled by using neutron poisons and neutron moderators to change the fraction of neutrons that will go on to cause more fission. As the delayed neutron emission can be produced much latter, these neutrons can play an important role in the security at nuclear plants. In order not to increase the criticality of the nuclear reactor the delayed neutron should be well studied.

General features of the neutron detector

There were different criteria in the design of the optimal configuration of the neutron detector. The main requirements for the neutron detector were a high efficiency in order to detect the neutrons from isotopes with low production rates and to achieve an efficiency curve as flat as possible for the range of energies of interest (0.01MeV-5MeV).

The neutron detector consists of a block of polyethylene with a beam hole in the centre. The beam hole will be used to deliver radioactive isotopes inside the detector. A β-detector will be installed inside the neutron detector beam-hole in order to be able to correlate the β-decay and the subsequent neutron emission on the experiment. Two rings of proportional counters filled with ³He detection gas will be placed around the beam hole. This construction of the detector covers a solid angle of almost 4π. The reaction which provides neutron detection is

\[ ^3\text{He} + n \rightarrow ^1\text{H} + ^3\text{H} + 765 \text{ keV} \]

The detection of the neutrons with the proportional gas-filled counters will be possible due to large cross-section of ³He detection gas for neutrons at thermal energy (0.025 eV) [6]. In order to decrease the neutron energy the polyethylene block around the beam hole moderates them from their initial energy of source (up to a few MeV) to thermal energy. The detector will be shielded in order to protect the measurement from background neutrons. Background can be of two origins. The first one is cosmic radiation and the second origin is the laboratory installation and the accelerator.
Simulation in MCNPX of the design

The simulations were done on the cluster ARGOS at UPC-SEN with the MCNPX 2.5.0 simulation code. The flat efficiency is achieved by placing the proportional counters on two rings at different radii from the neutron source.

The first simulations had the objectives of determining the length of the counters and the total number of counters for the detector. During the simulations a neutron point source with energy 1 MeV was placed in the centre of the beam hole. The simulation was made for $10^5$ neutrons. The proportional counters used in the simulation were manufactured by LND Inc. and their main characteristics are presented in Table 1.

**Table 1. The main characteristics of proportional counters.**

<table>
<thead>
<tr>
<th>Counter</th>
<th>Gas</th>
<th>Maximum length (mm)</th>
<th>Effective length (mm)</th>
<th>Maximum diameter (mm)</th>
<th>Effective diameter (mm)</th>
<th>Gas pressure (torr)</th>
<th>Cathode material</th>
</tr>
</thead>
<tbody>
<tr>
<td>2527</td>
<td>$^3$He</td>
<td>686.84</td>
<td>604.8</td>
<td>25.4</td>
<td>24.38</td>
<td>15200</td>
<td>Stainless Steel</td>
</tr>
</tbody>
</table>

According to the preliminary simulation the detection gas in the counters was chosen to be $^3$He. The effective length of counters obtained in the simulation was 60 cm and the gas pressure 15200 torr. The optimal number of counters obtained during the simulation was 20 and these counters should be distributed between two rings with 8 and 12 counters around the beam hole. The diameter of the beam hole was set to 10 cm so that it is able to accommodate other detectors inside (such as beta detector, Ge detector).

Based on the first results of the preliminary simulations, further simulations were performed in order to find the optimal radial position of the two rings of $^3$He counters (see Figure 1).

**Figure 1. The detector construction with 8 $^3$He counters in the first ring and 12 $^3$He counters in the second ring.**

In order to find optimal configuration of the neutron detector a range of possible radii for the rings of counters in the polyethylene block was checked. Input files were generated with different ring radii and different source energies. The range of radii for the ring of counters was wide in order to find the optimal configuration that gives an efficiency as flat as possible. The range of radii for ring A was from 8 cm to 15 cm and for ring B from 11 cm to 24 cm. The neutron energy range in the simulations was from 0.01 MeV to 10 MeV. The neutron source was monoenergetic in each simulation. After these simulations the output files from MCNPX were analyzed to find the radii combinations that provided the flattest efficiency curve for the energy range of interest (0.01 MeV-5 MeV). According to the simulations the optimal radii of the proportional counter rings were set to 11 cm and 20 cm. The front view of the detector is presented in Figure 1. The efficiency curve is presented in Figure 2. The curve was calculated for two different neutron propagation times. The first simulation was made for infinite propagation time and the second one was made for propagation time 200 μs. The variation between maximum and minimum efficiency for 200 μs propagation time is about 5 percent. As the setup will detect all the neutrons including those from the background it is important to limit the correlation time in order to avoid the detection of background neutrons. This time can be used as trigger window or offline correlation time after each β-disintegration on the
experiment. For the 200 μs propagation time the efficiency decreases by 5 percent with respect to the infinite propagation time.

**Figure 2.** Neutron detection efficiency for the neutron detector.

**Background and shielding.**

In order to protect the detector from the background a shielding cover was designed. The background on the experiment can be of two origins. The first one is cosmic background and the second one is a background originating from the laboratory installations such as the accelerator. The flux of background is unknown and in the next simulation we suppose it have the same energy range as the neutron source. The background neutrons in this simulation were emitted inwards from the surface of a sphere surrounding the neutron detector (see Figure 3). During the simulation the block of polyethylene was covered by a polyethylene layer from the sides parallel to the beam direction. The source energies were from 0.01 MeV to 5 MeV and the neutron propagation time was set to infinite. The efficiency of background detection ranged from 5% (for source energy 0.01 MeV) to 19% (for source energy 5 MeV) when there was no shielding in the simulation. When adding the polyethylene shielding the number of neutrons detected in the counters decreased. Different thicknesses of the shielding layers (5, 10, 15 and 20 cm) were studied during the simulations. The calculations were repeated for the same layers but with an additional layer of Cd of 0.5 mm between the shielding polyethylene and one from the detection block.

**Figure 3.** Scheme of background simulation.
The result about the detection of the background can be seen in Figure 4. The thicker the layer of polyethylene, the better the shielding from the background it provides, however no significant difference was observed when adding the Cd layer. The final design of the shielding is a 20 cm layer of polyethylene without any Cd layer. The background detection decreases to about 0% for neutron background energy of 0.01 MeV and to about 4% for neutron background energy of 5 MeV.

Figure 4. Efficiency of background detection.

Summary

The optimal characteristics of the 4π neutron detector have been studied using MCNPX simulations in order to obtain a high and flat efficiency for energy range from 0.1 MeV to 5 MeV. The total number of counters obtained in the simulation is 20. These counters are placed in two rings; ring A contains 8 counters at a radius of 11 cm and ring B contains 12 counters at a radius 20 cm. The effective length of the counters is 60 cm. These counters are filled with 3He as a detection gas at a pressure of 15200 torr.

This construction has an efficiency of about 28% for the energy range from 0.5 MeV to 4.5 MeV when the neutron propagation time in the simulation was limited to 200 μs.

According to the study of background shielding in the final setup, the dimensions of the polyethylene block were found to be 50x50x80 cm³ with a 20 cm of polyethylene layer, therefore the total dimensions of the detector are 90x90x80 cm³.
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Abstract: The development of neutron detector systems contributes greatly to improve nuclear data relevant to nuclear technologies for radioactive waste transmutation and management. A time-of-flight spectrometer based on BC501A liquid scintillator has been proposed to measure beta delayed neutron data. Characterization of prototype detector at known irradiation fields and relevant energies is mandatory for a complete knowledge of the response function.

Introduction

Improvement on nuclear data has received a special attention in the last decades within the framework of “Technology Advances in Fast Reactors and Accelerator Driven Systems for Actinides and Long-Lived Fission Products Transmutation”. Accurate nuclear data are essential for the detailed design, safety assessment and operation of these reactor systems [1,2]. Neutron cross-sections (capture, fission, inelastic) data for minor actinides (MA) are needed with improved accuracy. Decay heat data of MA-dominated fuels as well as delayed neutron data play also a crucial role within the uncertainty assessment as it has been pointed out by NEA [3].

Delayed neutron (DN) data are studied at three different levels, microscopic level or individual precursors, macroscopic level or aggregate precursors and integral measurement level. The objective of the microscopic level is to evaluate fission yields, half-lives and emission probabilities ($P_n$) for each individual precursor as well as their energy spectrum. These data are used to simulate the aggregate behaviour using the summation techniques and to estimate total delayed neutron yield. Comparison with experimental results from the macroscopic level studies allows us to improve existing libraries on DN data.

Developments of new facilities like FAIR facility at GSI will offer the opportunity to use high intensity radioactive beams to investigate exotic nuclear regions, in particular, neutron rich nuclei. The beta decay study of these nuclei is the main subject of the DESPEC experiment at FAIR. Beta delayed neutrons are emitted by excited nuclei formed in beta decay of some fission products, called neutron precursors. Absolute delayed neutron yield, the time dependence on the neutron activity and delayed neutron spectra have to be determined with high accuracy. A neutron spectrometer based on liquid organic scintillation cells has been proposed in order to extract information on neutron emission rate probabilities and neutron energy spectra by means of Time-of-Flight technique (TOF).

The aim of this work is to characterize one of the prototype of the detector cell at known irradiation fields in order to acquire a complete knowledge of the response function and therefore to improve the final design of the spectrometer. Features such as the light output...
functions for scattered proton and electrons, the resolution function as well as the neutron
detection efficiency have been investigated at different neutron energies. A second objective
has been to test the performance of digital electronics in order to develop a digital acquisition
system based on fast digitizers for the spectrometer.

The present status of the analysis and the preliminary results will be presented in this work.
The experimental conditions, analysis procedure and results obtained are reported in the
following sections.

**Experimental details**

A set of measurements have been performed at the PIAF facility of PTB [4] institute in
Braunschweig (Germany) using two accelerators: the TCC CV-28 cyclotron and the 3.75MV
VandeGraaff (VdG). The cyclotron has been used to provide mono-energetic neutron beams
above 5MeV through the D(d,n) reaction. The VdG accelerator provided neutron beams with
lower energies through the \(^{7}\text{Li}(p,n)^{7}\text{Be}\) and \(^{1}\text{T}(p,n)^{3}\text{He}\) reactions.

Thus, two different experimental set-ups have been arranged in order to irradiate the
scintillation detector. In the case of the cyclotron, the cell detector was placed at a distance of
10.5 m from the target position and at the VdG hall the detector was irradiated at different
distances, between 1 and 2.5 m depending on the intensity of the neutron fluence.

Several absolute calibrated detectors from the PTB facility were used to monitor the beam
and to determine the neutron fluence rate for each measurement. A summary of the neutron
energies and physical parameters are reported in table 1.

<table>
<thead>
<tr>
<th>Neutron energy (MeV)</th>
<th>Reaction</th>
<th>Target (μg/cm²)</th>
<th>Projectile E (MeV)</th>
<th>Distance (cm)</th>
<th>Estimated Fluence rate (n cm⁻² s⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.144</td>
<td>(^{7}\text{Li}(p,n)^{7}\text{Be})</td>
<td>LiF (70)</td>
<td>1.937</td>
<td>100</td>
<td>80</td>
</tr>
<tr>
<td>0.250</td>
<td>(^{7}\text{Li}(p,n)^{7}\text{Be})</td>
<td>LiF (70)</td>
<td>2.027</td>
<td>150</td>
<td>20</td>
</tr>
<tr>
<td>0.565</td>
<td>(^{7}\text{Li}(p,n)^{7}\text{Be})</td>
<td>LiF (70)</td>
<td>2.297</td>
<td>150</td>
<td>98</td>
</tr>
<tr>
<td>1.2</td>
<td>(^{3}\text{T}(p,n)^{3}\text{He})</td>
<td>T/Ti (853)</td>
<td>2.047</td>
<td>200</td>
<td>240</td>
</tr>
<tr>
<td>2.5</td>
<td>(^{3}\text{T}(p,n)^{3}\text{He})</td>
<td>T/Ti (1910)</td>
<td>3.353</td>
<td>200</td>
<td>810</td>
</tr>
<tr>
<td>8.0</td>
<td>D(d,n)^{3}\text{He}</td>
<td>D gas</td>
<td>4.858</td>
<td>1050</td>
<td>140</td>
</tr>
<tr>
<td>10.0</td>
<td>D(d,n)^{3}\text{He}</td>
<td>D gas</td>
<td>6.901</td>
<td>1050</td>
<td>140</td>
</tr>
<tr>
<td>12.0</td>
<td>D(d,n)^{3}\text{He}</td>
<td>D gas</td>
<td>9.033</td>
<td>1050</td>
<td>140</td>
</tr>
<tr>
<td>14.0</td>
<td>D(d,n)^{3}\text{He}</td>
<td>D gas</td>
<td>10.927</td>
<td>1050</td>
<td>140</td>
</tr>
</tbody>
</table>

**Table 1. List of energies and measurements performed at the PTB facilities.**

The detector prototype consisted of a commercial cylindrical aluminium cell of the MAB-1F
type, filled with BC501A organic scintillation liquid, manufactured by Saint-Gobain. The inner
dimensions of the cell were 20 cm of diameter and 5.08 cm of length. The inner walls of the
cell were coated with a white diffuse painting, BC622A. One of the large face of the cell was
closed with a glass window and coupled to a 5" photomultiplier through a conical light guide of
5 cm made of Plexiglass. The surface of the light guide was partially coated with diffuse
painting in order to optimize the light collection. The PMT used was a Photonis model
XP4512B of 10 stages, with anode and dynode outputs.

The readout of the detector signals was carried out with a data acquisition system (DAQ)
based on digital electronics, a flash-ADC board model DC271 of 8 bit and 1GS/s of sampling
rate, manufactured by ACQIRIS. The event trigger of the system was build from a signal from
the detector in coincidence with the accelerator signal. This signal was used as external
trigger of the digitizer. A scheme of the electronics is shown in figure 1. The anode signal and
the signal from accelerator were splitted with a FIFO module and fed into CFD and GDG
modules to generate the coincidence that triggered the digitizer. Then, a second branch of
each signal was digitized directly in the ACQIRIS board over 1 μs when a trigger occurred. A
set of 5000 digitized signals were grouped into iteration and written into files that were
transferred to disk as run files. Software routines were developed to determine the
parameters needed for the analysis such as the time-of-flight from the time difference
between signals, the amplitude of the pulse and the total and delayed charge from the
integration of the pulse area over different time intervals. The parameters were stored in structures and files that conserve the event structure for further analysis.

A digital counter/timer board, model PCI-6602 manufactured by National Instruments was used to count all signals from the different detectors and accelerator in order to estimate the dead-time losses in the ACQIRIS. In general, the acquisition dead-time values were in the range of 4-6% except in the case of 2.5 MeV neutron beam energy where we obtained loss value of 14%.

Figure 1. Schematic electronics diagram of the digital DAQ system used in this experiment. FIFO stands for Lecroy 928F linear FanOut, CFD stands for Ortec 584 discriminator, GDG stands for Ortec 8020, CoU stands for Ortec 4020.

Time of flight technique has been exploited to select neutrons events from gamma events originated in the reaction due to its larger flying times of the neutrons. Furthermore, the accelerators were run in pulsed mode to optimize the direct neutron events from scattered in surrounding materials and spurious background events.

Data analysis

The response function is usually express in terms of light units by convention in order to have a common scale. Moreover, the light output function, \( L_p(E) \), for protons as well as other heavy charged particles, is generally expressed in terms of the electron light output because this quantity has a linear dependence on the electron energy. Then, in order to determine the light output function for protons for the energy range of our measurements, up to 14 MeV, a standard analysis procedure has been followed.

Gamma calibration

The electron light output function, \( L_e(E) \), has been established to be linear for energies above 50 keV [5], following the expression, \( L_e = E_e - E_0 \), where \( E_e \) is the compton energy of electron and \( E_0 \) is an energy offset to compensate the nonlinearity of the light output at low electron energies and has a value of 5 keV. Therefore, a set of standard gamma-ray sources, \(^{22}Na\), \(^{137}Cs\) and \(^{207}Bi\), were used as calibration points using their Compton energy. A \(^{241}Am\) source was also used, considering the photoelectric peak energy of 60 keV.

Then, the experimental Compton spectrum for each source obtained from the total charge was compared to a MonteCarlo simulation of the Compton convoluted with the appropriate response function for this energy. A MC code [6] based on GEANT4 package has been developed to simulate the detector light response to gamma and neutrons. For a fixed energy the response function is assumed to be Gaussian and can be written as \( G(Q,L) = A \cdot \exp\left( \frac{(k \cdot Q - L)^2}{2\sigma^2} \right) \), where \( k \) is the calibration factor and \( \sigma \) is the detector resolution (\( \Delta L/L \)). These parameters as well as the position of the experimental Compton edge were determined by fitting the simulated spectra to the experimental one.
Figure 2. Example of the Monte carlo simulation and experimental spectrum for $^{137}$Cs source.

The comparison of both spectra for all gamma sources has allowed us to determine the light output calibration for electrons as a function of the equivalent energy and the resolution function ($\Delta L/L$).

**Neutron data**

Once the total charge was calibrated in terms of energy equivalent, the data were sorted into two-dimensional matrices corresponding to the TOF vs Total charge parameters and Total charge vs delayed-to-total charge ratio parameters. Then, the proton recoil response function for the different neutron energies were obtained according to the following steps:

First, by setting a condition at the peak structure in the TOF spectrum corresponding to the neutron events, the gamma events originated in the reaction were removed. By applying a further condition on the delayed-to-total charge ratio other undesired random events were also discarded. A background subtraction were carried out by setting gates at both sides of the neutron peak of the TOF spectrum.

![Example of measured TOF spectrum. The peak (red area) at around 140 ns corresponds to the neutron of 0.565 MeV. The gamma flash peak is observed at 4.5 ns.](image)

Finally, the experimental spectra were corrected for the acquisition dead-time, determined from the data registered by the NI counter, and normalized to the total neutron fluence in the detector, estimated from the calibrated neutron monitors data. The resulting response distributions, corresponding to the different mono-energetic neutron measurements are shown in Fig.4.
The MC code was used to simulate the neutron response folded with the resolution function deduced for the gamma energies. The experimental proton recoil spectra were compared with the MC simulated responses, in order to check the upper edge of the response functions and thus determine the position $L_p(E)$ that corresponds to the maximum energy transferred to the recoil. The comparison between experimental and simulated response showed small differences, in particular in the shape of the distribution. The results from these comparisons did not allow us to obtain a reliable light output function, $L_p(E)$, and a further analysis have to be done.

Figure 4. Experimental proton recoil response (coloured lines) for mono-energetic neutrons of 0.565, 1.2 and 2.5 MeV from the VdG measurements (upper panel) and for neutrons of 8, 10, 12 and 14 MeV from D(d,n) reaction (bottom panel). Two MC simulated response for 2.5 MeV and 14 MeV were also shown (black line) for comparison.

Neutron efficiency

The neutron detection efficiency of the detector cell at a given neutron energy can be deduced by integrating the corresponding response function normalized with the total neutron fluence over the energy range from the threshold energy $E_{th}$, up to $E_{max}=E_n$. The detection efficiency is strongly affected by the threshold energy for lower neutron energies. The detection threshold has been deduced from the gamma sources spectra, being 50 keVee in the case of the neutron measurements performed at the VdG accelerator and 100 keVee for the cyclotron measurements. The total fluence values were better estimated for VdG energies than for cyclotron energies because only calibrated factors from the neutron monitors were obtained for the VdG measurements during the run. The experimental
efficiency was then estimated from the integration of the normalized and corrected light output
distribution between the detection threshold and the maximum energy.
The efficiency expected with our detector cell has been calculated by means of our Monte
Carlo code for different experimental conditions, threshold settings and neutron energy. The
calculated efficiency values have been plotted as curves in Fig. 5, together with the
experimental data.

Figure 5. Neutron detection efficiency as a function of the neutron energy. The experimental
threshold was determined to be 50keVee in the case of VdG measurements and 100keVee
for cyclotron measurements.

Conclusions
The performance of a BC501A liquid organic scintillator cell have been characterized in terms
of light output functions for electrons and protons at the PTB accelerator facility. Time of flight
technique has been used to reduce the undesired background events.
The experimental light output responses have been calibrated in terms of equivalent energy,
and have been compared with simulated spectra. The obtained results were compatible but a
further analysis is needed to achieve a reliable results. The data analysis of the PTB neutron
monitor will help to improve the ACQIRIS data analysis.
The performance of a digital data acquisition system based on flash-ADC board of 8 bits and
1GS/s of sampling rate has also been tested during the PTB run.
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Abstract: There are significant voids in the cross-section libraries of (n,xn) reactions in many materials. This was realized during the "Energy plus Transmutation" project, at which Au, Al, Bi, In and Ta activation detectors were used to measure high-energy neutrons produced in spallation reactions. Threshold (n,α), (n,p) and (n,xn) reactions were observed with the x up to 9 (threshold ~90 MeV), but almost no experimental cross-section data are available for neutron energies above 20 MeV. Seven successful irradiations were performed last year on quasi-monoenergetic neutron sources based on the 7Li(p,n)7Be reaction. The (n,α), (n,p) and (n,xn) cross-sections on Al, Au, Bi, In, I, and Ta were measured in the experiment at TSL in Uppsala at neutron energies 22, 47, and 95 MeV. Further four irradiations were done at NPI in Řež with the neutron beams of 17, 22, 30 and 35 MeV.

Introduction

We participate in the “Energy plus Transmutation” project (E+T) [1], [2] (concerning Accelerator Driven Systems) being performed at JINR Dubna, Russia. Neutron fluxes produced in the spallation reactions of relativistic light ions on thick, heavy targets are being investigated. For neutron spatial and energetic distributions measurements, threshold reactions on mostly mono-isotopic activation foils are used. But the knowledge of most cross-sections is still insufficient.

Last year three cross-section measurements were performed at The Svedberg Laboratory (TSL) in Uppsala, Sweden, supported by the EFNUDAT project [3]. Neutron beams of 22, 47, and 95 MeV were used to measure cross-sections of (n,xn), (n,α) and (n,p) threshold reactions on Al, Au, Bi, In, I, and Ta materials. Basic information about the course of cross-section energy dependence at high energies was gained and many of the data are unique and absolutely new. Measurements at Uppsala were during the years 2008-2009 supplemented with four (n,xn) cross-section measurements on the cyclotron in Řež, the Czech Republic, which covered the energy region 17 – 35 MeV and connected newly measured data from Uppsala with already known cross-sections in the libraries.

State-of-the-art of Neutron Cross-section Libraries

The present status of knowledge of cross-sections for (n,xn) reactions is poor, same as for (n,α) and (n,p). In EXFOR [4] there are only a few experimentally measured cross-sections values for neutron energies above 20 MeV and no cross-section values above 30 – 40 MeV for Au, Al, In, and Ta. The (n,2n) reaction is mostly well known under 20 MeV, (n,3n) and (n,4n) reactions with higher thresholds are known only for few energies. Cross-sections of higher (n,xn) reactions have not been measured up to now. The only one exception is bismuth, on which reactions from (n,4n) to (n,12n) were measured in just one experiment up to 150 MeV [5] and there are no evaluated data available. So, also these cross-sections should be measured again and verified. Concerning the evaluated nuclear data libraries, the situation is similar to EXFOR. At higher energies only a few experimental data exist (e.g. figure 2), the codes have a few points to follow and the predictions are not good or do not exist. In E+T experiments computer code TALYS 1.0 [6] is used together with MCNPX Hiba! A hivatkozási forrás nem található.] to calculate cross-sections for the (n,xn) threshold reactions in our neutron activation detectors. Examples of comparison between experimental data from EXFOR, evaluated data from ENDF/B-VII.0 and values calculated by the TALYS 1.0 code are shown in the figures 1 and 2.
Threshold Energies of (n,xn), (n,α) and (n,p) Reactions

Threshold energies of (n,xn), (n,α) and (n,p) reactions are important in the moment of choosing proper neutron beam energy. They can be found e.g. on the web page Q-TOOL up to (n,6n) [9]. For higher (n,xn) reactions the threshold energies can be calculated from the difference in ground state masses of parent and daughter products [10].

Table 1. Threshold (n,xn) reactions in $^{197}$Au and $^{209}$Bi with the half-life of reaction product. The observed isotopes are printed in bold.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Q-TOOL</td>
<td>$^{197}$Au(n,2n)$^{196}$Au</td>
<td>8.1</td>
<td>6.183 d</td>
<td>$^{209}$Bi(n,2n)$^{208}$Bi</td>
<td>7.3</td>
<td>3.7·10^5 y</td>
</tr>
<tr>
<td>$^{197}$Au(n,3n)$^{196}$Au</td>
<td>14.8</td>
<td>186.1 d</td>
<td>$^{209}$Bi(n,3n)$^{208}$Bi</td>
<td>13.9</td>
<td>31.55 y</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,4n)$^{194}$Au</td>
<td>23.2</td>
<td>38.02 h</td>
<td>$^{209}$Bi(n,4n)$^{208}$Bi</td>
<td>22.6</td>
<td>6.243 d</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,5n)$^{193}$Au</td>
<td>30.2</td>
<td>17.65 h</td>
<td>$^{209}$Bi(n,5n)$^{205}$Bi</td>
<td>29.6</td>
<td>15.31 d</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,6n)$^{192}$Au</td>
<td>38.9</td>
<td>4.94 h</td>
<td>$^{209}$Bi(n,6n)$^{204}$Bi</td>
<td>38.1</td>
<td>11.22 h</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,7n)$^{191}$Au</td>
<td>45.7</td>
<td>3.18 h</td>
<td>$^{209}$Bi(n,7n)$^{205}$Bi</td>
<td>45.2</td>
<td>11.76 h</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,8n)$^{190}$Au</td>
<td>54.5</td>
<td>42.8 min</td>
<td>$^{209}$Bi(n,8n)$^{202}$Bi</td>
<td>54</td>
<td>1.72 h</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,9n)$^{189}$Au</td>
<td>61.8</td>
<td>28.7 min</td>
<td>$^{209}$Bi(n,9n)$^{201}$Bi</td>
<td>61.4</td>
<td>1.8 h</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,10n)$^{188}$Au</td>
<td>70.9</td>
<td>8.84 min</td>
<td>$^{209}$Bi(n,10n)$^{200}$Bi</td>
<td>70.8</td>
<td>36.4 min</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,11n)$^{187}$Au</td>
<td>77.0</td>
<td>8.4 min</td>
<td>$^{209}$Bi(n,11n)$^{199}$Bi</td>
<td>78.4</td>
<td>27 min</td>
<td></td>
</tr>
<tr>
<td>$^{197}$Au(n,12n)$^{186}$Au</td>
<td>84.7</td>
<td>10.7 min</td>
<td>$^{209}$Bi(n,11n)$^{198}$Bi</td>
<td>86</td>
<td>10.3 min</td>
<td></td>
</tr>
</tbody>
</table>
It is necessary to stress that $\sigma(E)$ reaches its maximum at the energy of about 10 MeV bigger than the threshold energy, see e.g. the Figure 1.

Irradiation Facilities

Cyclotron at TSL Uppsala
In the frame of the EFNUDAT program three irradiations/cross-section measurements at The Svedberg Laboratory (TSL) in Uppsala have been performed. The quasi-monoenergetic 22, 47, and 94 MeV neutron source based on the $^7\text{Li}(p,n)^7\text{Be}$ reaction [11] was used. High energy protons from the cyclotron at TSL were directed to a thin, lithium target. The produced neutron flux density was up to $5 \times 10^5$ cm$^{-2}$s$^{-1}$. The half of intensity was in the peak with FWHM = 1 MeV (corresponds to the ground state and first excited state at 0.43 MeV in $^7\text{Be}$) and half of intensity was in continuum in lower energies (corresponds to higher excited states, multiple-particle emission etc.), see Figure 3. Proton energy loss amounted 2 - 6 MeV in the target depending on the incident beam energy and target thickness. Downstream the target, the proton beam was deflected by a magnet and guided onto a graphite beam dump. The neutron beam was formed by an iron collimator (50 cm in diameter and 100 cm long) with a circle hole of 122 mm in diameter.

Cyclotron at Nuclear Physics Institute, Řež
The second quasi-monoenergetic neutron source that was used for (n,xn) cross-section measurements is in the Nuclear Physics Institute at the Academy of Sciences of the Czech Republic in Řež. Protons from the cyclotron can be directed to the lithium target and quasi-monoenergetic neutrons in the range 10 – 37 MeV can be produced [12]. Rest of the beam is dumped in a graphite stopper placed directly behind the lithium target, no collimators are used.

Neutron source in Řež has a big advantage in a hundred times higher neutron intensity than the neutron source at Uppsala. On the other hand, the produced neutron spectra were not measured, but overtaken from similar target device published in [13]. Moreover, neutron source is close to the cyclotron and both are not shielded, so there is quite strong low energy neutron background. This background does not affect our threshold reactions, but produce (n,$\gamma$) reactions in unwanted isotopes. The (n,xn) cross-section measurements in Řež were originally started as a test for the cross-section measurements at Uppsala. After the Uppsala measurements they continued as a supplement and they produce data that connect known data from EXFOR and new values from Uppsala. During the measurements various aspects and possible sources of systematic uncertainties are also tested (correction factors on non-point like emitters, coincidences, spectra processing etc.). Up to now four irradiations were performed with proton energies 20, 25, 32.5, and 37 MeV.

Figure 3. Quasi-monoenergetic neutron spectrum from $^7\text{Li}(p,n)^7\text{Be}$ at the TSL (left) and cyclotron Řež (right) – data overtaken from the facility staff (TSL – A. Prokofiev, Řež – M. Honusek).
Measurement and Evaluation of Irradiated Samples

Au, Al, Bi, I, In and Ta samples were used in all experiments. Fe, Mg, Ni, and Zn were also used in some experiments in Rež. Materials had (except the iodine) a form of foils with dimensions of 20x20 mm² and thickness ranging from 0.05 up to 1 mm. Weights of the foils were from 0.2 up to 7 grams depending on the foil type and cross-section value at respective beam energy. The foils were wrapped in paper to avoid isotope transport between the foils and detector contamination. Iodine samples were in form of solid KIO₄ tablet packed hermetically in plastic.

Typical irradiation time was 8 hours in Uppsala, respectively 12 hours in Rež. Transport from the irradiation hall to the spectrometer took approximately 2 – 10 minutes. After irradiations, activated foils were measured on HPG detectors. Gained gamma-spectra were evaluated in the DEIMOS-32 code [14]. Yields of observed isotopes were calculated according to the equation (1) with respect to necessary spectroscopic corrections and scaled to 1 gram of target material.

Spectroscopic Corrections

Various spectroscopic corrections were applied to catch up all possible systematic errors. To the routinely used corrections belonged the correction on decay during irradiation, decay during cooling and measurement, dead-time correction, correction on detector efficiency and gamma-line intensity and real coincidence correction. The self absorption correction was determined to be in extreme case up to the factor of 2 because of big thickness of some foils and low energy of some γ-lines (at most cases typically up to 1.05). Square-emitter correction was determined with the help of MCNPX to be up to the factor of 0.96 because of the close detector geometry. Correction on self-shielding was negligible for the (n,xn) threshold reactions, as it was experimentally proven on the neutron beams in Rež.

All corrections are already used in the Energy plus Transmutation experiments and were many times experimentally tested, so they represent no restriction for the cross-section measurements.

\[
N_{yield} = \frac{S_p \cdot C_{abs}(E)}{I_\gamma \cdot \varepsilon_p(E) \cdot Coi \cdot C_{area}} \cdot \frac{t_{real}}{t_{live}} \cdot \frac{1}{m_{foil}} \cdot \frac{1}{1 - e^{(-\lambda \cdot t_{0})}} \cdot \frac{\lambda \cdot t_{irr}}{1 - e^{(-\lambda \cdot t_{irr})}}
\]

\(S_p\) – peak area
\(C_{abs}\) – correction for self-absorption
\(t_{real}\) – real time of measurement
\(\lambda\) – decay constant
\(t_{0}\) – time between irradiation and measurement
\(t_{irr}\) – time of irradiation
\(I_\gamma\) – intensity of gamma-line
\(\varepsilon_p\) – peak efficiency of the detector
\(C_{area}\) – correction on square-emitter
\(Coi\) – correction on coincidences
\(t_{live}\) – live time of the measurement
\(m_{foil}\) – mass of the foil

Cross-section determination

Estimated peak of the cross-section and peak of the neutron spectrum were at the same position at some energies and reactions. In these cases the production of the isotope in background could be neglected (was practically equal to zero) and the cross-section can be calculated according to:

\[
\sigma = \frac{N_{yield} \cdot S \cdot A}{N_n \cdot N_A}
\]

where is:
\(\sigma\) – cross-section of the reaction
\(N_{yield}\) – yield of selected isotope
\(S\) – foil area
\(A\) – molar weight
\(N_n\) – number of neutrons in the peak
\(N_A\) – Avogadro number

In the remaining cases the production in background had to be subtracted. Computed cross-sections from TALYS were folded with the appropriate neutron spectrum and production in peak and in neutron background was assessed. Ratio peak/total production was computed (ratio cancels out possible error in absolute value of the cross-section, but still remains uncertainty in the cross-section shape). The lower is the threshold of the reaction and higher beam energy, the bigger is the uncertainty of this procedure.
Preliminary Cross-section Results from Uppsala and Rež

Well known (n,2n) reactions are used to check new cross-section data. It is supposed that when these comparisons will be right also the cross-section values at 47 and 94 MeV will be correct with high probability. This is confirmed also in the comparisons with bismuth.

Figure 4: Comparison between the EXFOR data and our cross-section results from Uppsala and Rež for the reactions $^{197}$Au(n,2n)$^{196}$Au and $^{181}$Ta(n,2n)$^{180}$Ta.

Figure 5: Comparison between the EXFOR data and our cross-section results from Uppsala for the reactions (n,4n) and (n,5n) on $^{209}$Bi.

Figure 6: Comparison between the EXFOR data and our cross-section results from Uppsala for the reactions (n,6n) and (n,7n) on $^{209}$Bi.
Some of the results from the cross-section measurements from Uppsala and Řež from last year are shown in the figures 4 – 7. These results are still preliminary as written in the heading, because the measurements and evaluation of the data from Řež are still under way. During this process we improve our corrections that were also applied for the Uppsala data, so we hope we will be able to lower the uncertainties of Uppsala measurement. Figures 4 - 7 were generated from the EXFOR data with addition of our data from Uppsala and Řež.

Conclusion
We have performed seven cross-sections measurements of neutron threshold reactions on Al, Au, Bi, I, In, and Ta. We used two quasi-monoenergetic neutron sources in NPI Řež and in TSL Uppsala. The (n,xn) reactions were measured in the energy range 17 – 94 MeV. Comparisons of newly measured cross-section data with EXFOR have proven that the measurement method and systematic of evaluation are reliable and can offer valuable cross-section data. New irradiations are planned for near future both in NPI Řež and in TSL Uppsala.
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